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The Perkins+Will Research Journal documents research relating to the architectural and design practice. 
Architectural design requires immense amounts of information for inspiration, creation, and construction of 
buildings. Considerations for sustainability, innovation, and high-performance designs lead the way of our 
practice where research is an integral part of the process. The themes included in this journal illustrate types of 
projects and inquiries undertaken at Perkins+Will and capture research questions, methodologies, and results 
of these inquiries. 

The Perkins+Will Research Journal is a peer-reviewed research journal dedicated to documenting and 
presenting practice-related research associated with buildings and their environments. The unique aspect of 
this journal is that it conveys practice-oriented research aimed at supporting our teams.

This is the fourteenth issue of the Perkins+Will Research Journal. We welcome contributions for future issues.

RESEARCH AT PERKINS+WILL
Research is systematic investigation into existing knowledge in order to discover or revise facts or add to 
knowledge about a certain topic. In architectural design, we take an existing condition and improve upon it with 
our design solutions. During the design process we constantly gather and evaluate information from different 
sources and apply it to solve our design problems, thus creating new information and knowledge.

An important part of the research process is documentation and communication. We are sharing combined 
efforts and findings of Perkins+Will researchers and project teams within this journal.

Perkins+Will engages in the following areas of research: 
•   Market-sector related research
•   Sustainable design
•   Strategies for operational efficiency
•   Advanced building technology and performance
•   Design process benchmarking
•   Carbon and energy analysis
•   Organizational behavior

JOURNAL OVERVIEW
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Special Issue: Future of Architectural Research 

This special issue of Perkins+Will Research Journal is dedicated to the Architectural Research Centers 
Consortium (ARCC) 2015 Conference, with the theme “Future of Architectural Research”. The conference 
was organized by Dr. Ajla Aksamija (Perkins+Will/University of Massachusetts Amherst), Dr. John Haymaker 
(Perkins+Will), and Dr. Abbas Aminmansour (University of Illinois at Urbana-Champaign). It was held 
in Chicago, April 6-9, 2015. This was the first time that design practice and academic institutions were 
collaborating and organizing a conference dedicated to architectural research. The intention was to bring 
together researchers, design practitioners, faculty members, policy makers, educators, and students to discuss 
the latest achievements in architectural research and to bridge the gap between academic and practice-led 
research efforts. 

Technological advancements, environmental considerations and concerns, complexity and requirements of 
today’s design practices as well as challenging economic factors are some of the impending motives for 
bridging the gap between practice-led and academic research. Today, research is more important than ever 
and is becoming an integral component in the design practices. The conference addressed these aspects and 
intended to help define the future direction of architectural research. 

Conference topics included:
•	 Advanced Materials and Building Technologies: new materials, their performance and applications in 

architectural design, experimental studies, building technologies, and implementations in current design 
projects.

•	 Environmental, Energy, and Building Performance Factors: environmental and energy aspects in 
buildings and cites, high-performance buildings.

•	 Computational Design: use of computational tools and approaches for design, BIM, parametric 
modeling, simulations and modeling, use of virtual reality for design.

•	 Social and Behavioral Research: buildings’ use and operation, post-occupancy evaluations, and 
occupant satisfaction. 

•	 Building Types and Design Methods: specific building types and their design methods.
•	 Research in Practice: new modes of research specifically suited for design practices, appropriate 

methods, and implementation of results.
•	 Research and Education in Academia: new modes of research in academic settings, integration of 

educational curricula, and research.

EDITORIAL



This conference included more than 120 papers and presentations from researchers and design practitioners. 
Research papers relating to extremely low-energy and net-zero energy buildings, building-scale and community 
resiliency, new materials and building technologies, advanced computational design methods, prototyping, 
and fabrication presented some of the emerging issues in architectural and design technologies. Social and 
behavioral research papers, which discuss occupants’ psychological and physiological well-being as well as 
research modes and methods, identified important considerations and factors that influence the operational 
side of the built environment. The proceedings book was published, which captured results of various research 
studies and projects presented at the conference.

This issue of the journal includes several selected articles that focus on diverse 
topics, such as collaboration between practice and an academic institution 
in researching curtain walls, data-driven urban modeling, development of a 
database for comparison of building materials data, use of parametric tools for 
architectural programming, and the effects of urban microclimates on buildings’ 
energy consumption.

The intention of the conference was to increase visibility of current architectural 
research, practice-led and from the academy, and begin to form collaborative 
alliances that will result in wider implementation of research results, improved 
design practices and outcomes, increased funding opportunities for architectural 
research, and significant impacts on the society and built environment. The 

conference was successful in terms of bringing together practitioners, researchers, and faculty members, where 
new models of architectural research were discussed as well as potential modes of collaboration. Several future 
steps were identified as key aspects that need to be addressed: 1) formation of a consortium representing 
design practices that conduct architectural research and improved collaboration with academic institutions;  
2) development of guidelines for best practices and research methods suitable for design professionals;  
3) development of training and educational material for practitioners interested in architectural research; and 
4) collaboration with academic institutions in forming new academic programs for practice-based research. 

Ajla Aksamija, PhD, LEED AP BD+C, CDT
Kalpana Kuttaiah, Associate AIA, LEED AP BD+C

		       5    

http://www.arcc-arch.org/wp-content/uploads/2015/04/ARCC2015_Perkins-Will-Conference-Proceedings.pdf
http://www.arcc-arch.org/wp-content/uploads/2015/04/ARCC2015_Perkins-Will-Conference-Proceedings.pdf


PERKINS+WILL RESEARCH JOURNAL / VOL 07.02

	      6



		       7    

01.
DESIGNED FOR PERFORMANCE:  
Research Methods in a Collaborative Studio Rethinking Modern  
Curtain Walls
Michael Gibson, Kansas State University, Assoc. AIA, LEED AP,  
mdgibson@ksu.edu

ABSTRACT
The growing demand for high-performance buildings has pushed the architectural discipline to confront build-
ing performance as an integral part of design delivery, while increasing the necessity of collaboration between 
designers, building science experts, engineers, and manufacturers to find the best solutions to building perfor-
mance challenges. At Kansas State University, a year-long research studio worked with professionals, consul-
tants, and a major manufacturer of window systems to rethink modern curtain wall systems. Three experimental 
systems developed during the studio are summarized in this article along with data and observations showing 
their relative successes and shortcomings versus a contemporary high-performing curtain wall system. This 
article elaborates on methods employed in the studio including computer-based analysis and in-situ testing of 
full scale prototypes with emphasis on determining and comparing apparent thermal resistance calculated from 
observations. Lastly, some discussion is presented regarding how these methods and techniques could contribute 
to practice.

KEYWORDS: envelopes, performance, simulation, testing, prototyping

Designed for Performance

1.0 INTRODUCTION
Designing high-performance buildings requires archi-
tects to engage building science and manufacturing 
in a more direct way than in the recent past, where a 
handful of material properties were enough to inform 
decisions. Today, architects are poised to work with 
consultants, engineers, and manufacturers to improve 
solutions to building performance challenges. Coinci-
dentally, architects are uniquely positioned to innovate 
in this area because the profession bridges between the 
technical aspects of building and the performance ob-
jectives driving projects. In the area of building skins, 
the intersection of technology and multivalent perfor-
mance is particularly acute: skins have to resist heat 
flow, control moisture, shade the interior, provide views, 
resist wear and decay, and contribute to the identity of 
the building. Decisions with respect to the building skin 
are complex, often revealing gaps in the knowledge of 
how these building systems behave. Architects can do 
more than just identify these gaps – it is possible to use 
a foundation of building science knowledge, rigorous 

research methods, and a collaborative approach to in-
novate in these areas.

This article summarizes work from a year-long architec-
tural studio in the Department of Architecture at Kansas 
State University that engaged a team of practitioners 
from BNIM and PGAV (Kansas City architecture firms), 
outside engineers and specialist consultants, and a 
regional curtain wall manufacturer in a research and 
design project during the 2014-15 academic year. Stu-
dents worked in teams in the fall of 2014 to develop 
experimental curtain wall systems intended to advance 
the thermal performance of today’s best contemporary 
glass curtain wall systems, questioning material, envi-
ronmental integration, and manufacturing implications 
of the systems they developed. In the studio, students 
were also introduced to a research approach based 
on building science concepts, experimental methods, 
simulation and analysis tools, and prototyping. The 
studio’s work culminated with the live testing of their 
experimental systems, which they constructed at 1:1 
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scale and deployed in an instrumented test enclosure. 
In the spring of 2015, the students continued the work 
of the studio by designing a library branch: a realistic 
project where they further developed their experimen-
tal systems in detail (not discussed in this article). The 
collaborating architects, consultants, and manufacturer 
representatives provided feedback during both semes-
ters. A more detailed discussion of the studio’s work 
was previously published1. This article examines the 
testing and analysis methods behind the work in greater 
detail, while restating and expanding earlier interpreta-
tions of how the three systems presented performed.

2.0 CURTAIN WALLS: PERFORMANCE CHALLENGES 	
      AND POTENTIAL SOLUTIONS
The performance associations of glass and aluminum 
curtain walls is certainly mixed today. Critics pan highly 
glazed buildings purported as “green” by their owners 
and designers, referring to the expectedly poor thermal 
performance of glass walls versus opaque construction 
depended on insulation products to reduce thermal 
transmission. The performance reality of large glass 
walls in green buildings is quickly changing, however. 
The best-performing glass systems achieving rated U-
Values approaching 0.125 BTU/hr-ft2-°F, a level of ther-
mal resistance on par with an insulated 2”x4” stud wall. 
Another widely misunderstood reality of curtain walls 
today is determining which components comprise the 
weak areas in the assembly. Decades ago, when ther-
mally-broken metal framing became popular, the glass 
units were more challenging thermally. Yet glazing tech-
nologies (triple pane, argon-fill, low-E coated) can pro-
duce an insulated glass unit with a thermal resistance 
that can be many times greater than that of the frames. 
Curtain wall manufactures have thus invested heavily in 
producing the best insulated glass units possible. Yet 
the frames in curtain walls have remained unchanged 
for decades, descending nearly directly from profiles 
engineered in the mid-20th century and opened to free 
use when the intellectual property rights ceased in the 
1980s. As a result, the frames remain as an important 
area for improving these systems.

Some of the biggest energy challenges with glass and 
aluminum curtain wall systems involve thermal perfor-
mance. Thermal breaks reduce conduction, using new 
materials, such as polyamide that preserve the struc-
tural stability of the frames, but conduct heat much less 

readily than aluminum. Gasketing and sealing further 
prevent conduction as well as provide the airtightness 
to reduce infiltration and exfiltration. Lastly, the system’s 
real-life performance can be compromised by poor de-
tailing and installation methods, which are usually not 
represented in a particular system’s thermal ratings2. 
Other energy challenges involve the production of high-
quality glass and the demand for anodized coatings, 
which require high-quality “virgin” (unrecycled) alumi-
num.

2.1 Performance Advantages of Modern Curtain 	
      Walls
The advantages of these systems, however, are nu-
merous. First, the systems are affordable, with a kit-of-
parts erection process and clear expectations for per-
formance (thermal and otherwise) when comparing to 
layered walls, such as veneer masonry that relies on 
complex, difficult-to-control, and difficult-to-inspect lay-
ers involving insulation, narrow air cavities, hangers, 
ties, and flashing. Secondly, curtain wall systems can 
also be very airtight in comparison to traditional fenes-
tration systems where the layered envelope can be a 
challenge to seal. A recent assessment of the role of 
infiltration in energy use of commercial buildings de-
veloped a target infiltration rate used for energy models 
of 1.2 L/s-m2 (0.24 cfm/ft2) @ 75 Pa (1.58 psi), based 
on modern construction data with a “best achievable” 
infiltration rate of 0.2 L/s-m2 (0.04 cfm/ft2) @75 Pa 
(1.58 psi)3. Only six percent of a set of existing build-
ings tested met the target standard for infiltration3. The 
same study estimates that reducing infiltration rates in 
commercial buildings to the target rate would save 40 
percent in natural gas and 25 percent in electrical en-
ergy in heating dominated climates. Consequently, the 
biggest infiltration problem areas in buildings comes 
from interfaces between fenestration and opaque walls, 
and one may surmise that buildings can be made tight-
er by avoiding the wall system of “punched” openings 
encouraged by prescriptive codes (and window-wall 
ratios) and use continuous systems where airtightness 
can be best maintained. The triple glazed curtain wall 
system available from the collaborating manufacture in-
filtrates at 0.06 cfm during a standard test at 6.24 psf; if 
the system could maintain such tightness continuously 
across an entire building envelope it could easily per-
form below the established targets3.i

 

[i] This comparison is based upon different tests (whole building infiltration versus assembly infiltration) and does not address the 
challenge of establishing continuity at floors, roofs, and other challenging areas, especially when required by tall buildings. Yet the 
potential for high-performing glazed curtain wall systems to outperform conventional layered walls is very strong when reduction 
of infiltration is considered.
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3.0 STUDIO RESEARCH PROCESS AND METHODS
The studio’s research model reflects aspects of several 
current research trends in academia and practice. The 
collaborating manufacturer in the project supported 
the students’ research effort by providing materials 
and knowledge, but without a formal research stake in 
the project – similar to other open-ended “sponsored 
studios” taking place elsewhere in the academy. Yet, 
the studio sought to focus not just on experimentation, 
but also on advanced research tools and methods that 
could potentially bridge between the profession of archi-
tecture and performance-driven manufacturing. While 
taking inspiration from programs at other academic re-
search centers, such as the Integrated Design Lab (Uni-
versity of Washington and University of Idaho) and High 
Performance Building Laboratory (Georgia Institute of 
Technology), the studio sought to demonstrate research 
process and outcomes that could be initiated and car-
ried out in practice, instead of engaged in a specialized 
institution or lab. Considering this aim, the methods and 
tools of the studio are readily available to profession-
als at relatively low cost including widely available com-
puter simulation software, but also the instrumentation 
used to perform in-situ testing. In summary, one might 
think of the student teams as design teams within any 
architect’s office, given the latitude to study a particular 
performance problem involving a manufacturer, with ar-
chitectural integration serving as a final objective. The 
trajectory of the students towards architectural integra-
tion played out in the studio with the students ultimately 
designing their experimental curtain wall systems into 
their design projects in the spring semester, where they 
finalized architectural detailing and worked their sys-
tems into their design concepts.

Beginning with a phase of background research and 
tours of the collaborating manufacture’s facility in Man-
hattan, Kansas, the students formed teams of three stu-
dents each, for a total of five teams, and proceeded to 
develop experimental curtain wall systems offering im-
proved thermal performance. The experimental systems 
were evaluated at each stage of development against 

the manufacturer’s 2.5-inch profile aluminum curtain 
wall system (referred to in the text as 250xpt), with poly-
amide thermal breaks and triple-glazed, argon-filled 
IGUs. Work began in a “what if” stage, where hypoth-
eses were developed by the teams with respect to sys-
tem performance and the physics of thermal efficiency, 
considering also material capabilities and structure.

3.1 Computer Simulation
Computer simulation was used in the earliest stages 
of experimental system development. Initially teams 
worked with THERM and WINDOW, two simulation pro-
grams developed by the Lawrence Berkeley National 
Laboratory, to analyze two-dimensional model sections. 
In this software, finite element analysis calculates mul-
tiple modes of heat transfer through the section, given 
prescribed environmental conditions at each side of the 
wall. Students used NRFC simulation configurations 
and boundary conditions to compare their systems’ per-
formance to the manufacturer’s official NFRC certifica-
tion models, as the National Fenestration Ratings Coun-
cil (NFRC) uses this software in its certification process. 
Virtual testing at this stage also permitted student teams 
to easily test multiple configurations of their systems at 
one time, optimizing designs as they received feedback 
from the simulation programs, much like manufactur-
ers do when developing new products. THERM and 
WINDOW models calculate thermal properties for an 
enclosure system, such as U-Value, Solar Heat Gain Co-
efficient, and Visible Transmittance; yet it is also impor-
tant to understand how these thermal properties affect 
building performance when they contribute to overall 
building loads. In order to evaluate this impact, the stu-
dio used whole building energy simulations (carried out 
in Autodesk Ecotect) where a 24,000 square foot skin-
load dominated office building was modeled according 
to IECC prescriptive guidelines. Set in Des Moines, Iowa 
(IECC Zone V) with 38 percent window-to-wall ratio and 
realistic internal and ventilation loads, these simulations 
showed how the experimental systems might improve 
overall building efficiency. 

Designed for Performance
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3.2 Prototyping
The last phase of development involved the production 
of prototypes, built at 1:1 scale after the student teams 
had vetted their experimental systems via computer 
analysis. The first prototypes were “desktop models” 
that served as a proof-of-concept and helped students 
to understand the material and assembly implications 
of their proposals. The final prototypes built by the stu-
dents were constructed to fill a 27 inch wide by 74 inch 
high opening in a specially constructed test enclosure 
(Figure 1). The large prototypes were intended first to 
demonstrate material and assembly concepts, but were 
also installed in the test enclosure so that real-world 
thermal performance could be evaluated alongside 
the manufacturer’s 250xpt curtain wall unit. Testing at 
this scale intended to test the typical, most frequently 
occurring joints in the curtain wall – though it may be 
mentioned that thermal transfer in curtain wall weak 

points such as building corners and expansion zones 
was not part of the scope of prototyping and testing.

In order to fabricate the large mockups, the teams were 
forced to make substitutions in their materials and thus 
some difference would exist between the mock ups and 
the virtual tests conducted earlier. In the test enclosure, 
the curtain walls faced south with maximum solar ex-
posure, with the remaining walls of the test enclosure 
were composed of 3.5 inch structural insulated panels 
with an additional 0.75 inches of polystyrene insulation 
over the exterior (see notes for more information on test 
house construction) with all joints double sealed with 
foil tape. Lastly, a thermostatically controlled electric 
heating unit was used during tests to heat the interior of 
the roughly 1000 cubic foot volume (16’ x 8’ x 8’), us-
ing a low velocity fan and directed away from any of the 
prototypes and temperature sampling sites. Testing in 
the enclosure during the winter of 2014-15 involved a 

Figure 1: Image showing test structure and 1:1 scale prototypes constructed by the students for thermal testing.

Base System
(Manufacturer) System A System B System C
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number of experiments where temperatures at specific 
points on the prototypes were monitored as well as a 
series of infiltration tests to measure air leakage through 
the prototypes.

3.3 Testing Apparent Thermal Resistance
The goal of monitoring temperatures in the prototypes 
was to compare the apparent thermal resistance of six 
systems at similar locations in the glass units and cen-
ter mullions. It is important to emphasize the distinction 
between apparent thermal resistance and resistance 
(i.e. R-Value) calculated by computer simulation or pro-
vided in material ratings, the latter two being somewhat 
idealized. It was expected that the apparent resistance 
of the systems would be different from those calculated 
by THERM and WINDOW, although the relative order or 

performance (most to least thermal resistance) would 
persist in the live tests. Additionally, the studio’s tests 
referenced ASTM standards related to measuring tem-
perature (ASTM C1046-95) and determining heat flux 
from in-situ data (ASTM C1155-95) in some respects, 
but could not follow the standards set in ASTM C1155-
95) for calculating thermal resistance because of the 
lack of heat flux sensors among the instruments used4,5. 
Further discussion of heat flux sensors is made in the 
notes; one of the attempts of the research was to use 
easier-to-acquire temperature data without heat flux 
meters to calculate apparent thermal resistance. The 
validity of this method is certainly open for interpretation 
and more work is needed to establish the accuracy of 
using only temperature data to evaluate building com-
ponents in-situii,iii.

[ii] The test enclosure was constructed using aluminum structural components and enclosed using 3.5in SIP panels with poly-
urethane insulating cores. With an additional 0.75 inches of continuous insulation the envelope was increased to a thermal resis-
tance of R 28.3 ft2-°F-hr/Btu. Interfaces between structure and envelope panels used gaskets that were compressed as panels 
were bolted together. All gaps were taped and any accessible gaps were filled with loose foam and backer rod. Prototypes were 
installed over steel sill flashing and were separated by a two inch of extruded polystyrene (0.75 inchs of expanded polystyrene at 
the edges), and all gaps were sealed with backer rod and silicon caulk.

[iii] Data collected during thermal tests referenced ASTM C1046-95 (2013) and ASTM C1155-95 (2013), but as noted did not 
use heat flux sensors to measure heat flux. A single heat flux sensor would provide a precise measure of heat flux (q) for any 
given temperature sampling site, and the resistance of the envelope (Renvp) could be solved with only the observed interior and 
exterior surface temperatures at that site. However, heat flux sensors are many times more expensive than thermocouples, and 
data acquisition required to log these sensors is also more expensive and challenging, involving signal processing at the microvolt 
scale. For the experimental setup used in the studio, where fourteen individual sampling sites were monitored on both inside and 
out, using so many heat flux sensors was not possible.  It may be possible in the future to use one heat flux sensor and some pro-
cess of interpolation to make resistance calculations more accurate for multiple locations, but this methodology requires further 
evaluation. Research on how to conduct in-situ thermal resistance tests economically (i.e. by students and designers) is ongoing.

Designed for Performance



Temperatures from the thermocouples were recorded 
at five second intervals using synchronized data ac-
quisition and a laptop during testsiv, and the tests were 
conducted for several hours without disturbance, focus-
ing on nighttime periods with cold temperatures and 
minimal wind with the heat source’s thermostat set at 
point at 68oF. Thermography was used during the tests 
to supplement the temperature data points. The manu-
facturer’s system had corresponding (normally aligned) 
interior and exterior thermocouple sites on the center of 
its lower glass pane and the center of its middle mul-
lion. The five systems were similarly instrumented so 
that side-by-side comparisons could be made with the 
manufacturer’s system. Lastly, interior air temperature 
was recorded at three mid-height locations in the enclo-
sure along with exterior air temperature.

Calculating the apparent thermal resistance of the test 
units was accomplished with the equations below, de-
rived from the principle of thermal resistance networks. 
In Eq.1, it is presented that given steady state condi-
tions, absent thermal storage, heat flow conducting 
through the envelope assemblies equals the heat flow-
ing into the assembly via convection and radiation (also 
noted in Figure 2). These heat flows can be represented 
in terms of resistances (in ft2-h-°F/Btu units) and re-
lated temperature differentials (DT in °F). 

The resistance network equation can be then rear-
ranged to solve for envelope conductive resistance, as 
shown in Eq. 2.

The components of Eq. 2 demonstrate the environmen-
tal parameters required to calculate envelope conduc-
tive resistance: a stable interior temperature, the cor-
responding interior and exterior surface temperatures, 
and the combined convective and radiative resistance 
for the interior environment. Note that exterior air tem-
perature is not required in this equation, though in test-
ing, exterior temperature was logged to ensure that for 
a given segment of time exterior air temperatures re-
mained stable to maintain relatively steady state heat 
loss. It may also be noted that (Tint-Tsi), the difference 
between interior ambient temperature and interior en-
velope surface temperature, is a factor (mathemati-
cally) in the calculation of envelope resistance. In lieu 
of calculating this resistance, the relative magnitude of 
various observed temperature differentials correlates 
closely to the calculated resistance, although only cal-
culated resistance is presented in the results (Table 2).

Surface temperatures Tsi and Tso were taken directly from 
thermocouple data sampled every 10 seconds. The in-
terior temperature, Tint, was established as the average 
value from three locations within the enclosure. Tem-
peratures from these three points remained very close 
throughout the tests, to around 0.5 °F, although due to 
the nature of the heating source, temperatures would 
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[iv] Thermocouples were adhered to surfaces using aluminum tape spray-painted either black or white to reduce the effects of 
radiant heat loss on local temperatures, and thermal imagery confirmed temperature uniformity around thermocouple locations 
during testing. Data acquisition devices recorded synchronized data from all channels on a laptop computer at five second in-
tervals. Individual thermocouples were calibrated using ice point calibration prior to testing, and a specific correction applied to 
every thermocouple according to this calibration. The heater was directed away from the curtain wall prototypes in the interior 
and because of the small size of the heater, forced convection had a negligible effect on the individual prototypes and sensors.

Figure 2: Diagram showing temperature sampling points used 
to calculate apparent envelope resistance.

Eq. 2

Renvp
(Tsi - Tso) (Rconv+rad)

     (Tint - Tsi)
=

Where: Tint = interior ambient temperature
	 Tsi = envelope surface temperature, interior
	 Tso = envelope surface temperature, exterior
	 Rconv+rad = convective and radiative resistance, combined 
	 Renvp = envelope conductive resistance

Eq. 1

(Tint - Tsi)

Rconv+rad

(Tsi - Tso)

Renvp

=
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[v] Radiation would be an increased factor if surface temperatures in the environment would be greatly different. However, tem-
peratures were within a rather tight range. Also, the surfaces that would exchange the most heat by radiation would be normal to 
the prototypes on the interior and the foil-faced surfaces of the SIPs would also greatly reduce radiative heat transfer.

rise and fall at intervals (typically 30 to 40 minutes, 
changing dependent on the exterior temperature). This 
is a departure from typical test enclosures that would 
have constant temperature control rather than on/off 
cycling. As a result of these temperature cycles, and the 
variation in response at the various thermocouple sites, 
calculations presented used the most local interior air 
temperature to a given surface temperature sampling 
site, and instantaneous resistances were calculated 
and then averaged for a two minute period. The criteria 
for setting this period involved identifying a two-minute 
period (containing 12 temperature samples) within 
the off cycle of the heating system, a time period most 
closely representing steady state heat loss through the 
envelope (Figure 5). Three two minute intervals were 
analyzed in this way, and the resulting resistances were 
averaged to determine an average Renvp value for each 
sampling site (Table 2). 

Having thus far established the methods and intent of 
collecting temperature samples, the question of heat 
transfer at the interior envelope surface must be ad-
dressed. Recalling Eq. 1 and Eq. 2, Rconv+rad is the resis-
tance of the air at the surface of the interior envelope 
where heat is being transferred from the air to the en-
velope wall. For the purposes of the experiments, this 
resistance factor accounts for convection and some 
amount of radiation, although radiative transfer in the 
test enclosure is minimized due to the reflective interior 
surfaces of the enclosure wallsv. The resistance fac-
tor Rconv+rad is the inverse of the combined coefficient 
of convection and radiation (hconv, with units Btu/ft2-h-
F) and plays a critical role in determining the apparent 
resistance of an enclosure is quite critical, while these 
values under ambient indoor conditions can vary wide-
ly. Indoor values for hconv may fall roughly between 1 
and 5 Btu/ft2-h-F as a textbook reference, however, in 
precise scientific experiments requiring this value the 
experimenter is typically obliged to determine the value 
of hconv by in situ observation, under the exact condi-
tions of the planned experiment. While some part of 
hconv can be attributed to the surface characteristics of 
the materials upon which the air is convecting, it should 
be emphasized that this is a property of the air and the 
surrounding environment. Thus in the case of the test 
enclosure, a generalized hconv value may reasonably ap-
ply to all of the heat transfer cases in the envelope be-
cause each temperature sampling sites involve similar, 
adjacent surfaces.

If the experimental methods included heat flux sensors, 
the need to calculate hconv would be moot because the 
sensors would yield instantaneous heat flux (heat trans-
fer rates) and, along with the same temperature values 
discussed above, the resistance of the wall could be 
calculated without further effort. In the absence of heat 
flux sensors, hconv must be determined another way. Co-
incidentally, the need to “fill in” this information is a 
major stumbling block in the effort to directly glean in-
formation on thermal resistance from only temperature 
data. For example, a previous study used systematically 
attained thermography to calculate the in-situ apparent 
R-value of complex wall systems, after they had been 
executed6. The study remarked at the disparity between 
very low apparent R-values calculated by field mea-
surements versus the R-value determined by computer 
analysis; yet this methodology (referenced from sources 
in the thermography field) used an hconv of 1.471 Btu/
ft2-h-F (Rconv+rad of 0.68 Btu/ft2-h-F), a value taken from 
standard air film resistances cited by ASHRAE6. While 
the goals of the Payette study are insightful – to bet-
ter understand the relationship between heat transfer 
and architectural detailing – using a generic air film 
resistance intended for another purpose (determin-
ing assembly R-values by summation) is problematic 
when calculating for observed conditions where the air 
film and convection coefficient may be very different. 
Moreover, standards set in simulation software such 
as THERM (also used in6) apply much lower rates for 
the convection coefficient (for metal window frames, 
an hconv of 0.549 Btu/ft2-h-F and for glass surfaces an 
hconv of 0.375 Btu/ft2-h-F). Lower convection coefficients 
suggest a reduction in heat transfer by convection, so it 
is no wonder THERM results and calculations using the 
generic number do not agree. 

After temperature data was initially collected, the com-
bined coefficient for convection and radiation was de-
termined experimentally by conducting a series of tests 
in the test environment. An aluminum bar of known 
physical and dimensional properties was heated and 
cooled, with intervals in between to allow the bar to 
reach equilibrium with the environment of the test en-
closure. Conditions during the tests approximated the 
interior conditions during earlier thermal testing (an 
interior temperature in the mid-60s F), but the heat-
ing system was not operated during the these tests. A 
thermocouple was mounted to the aluminum bar and 
a second thermocouple was suspended a few inches 
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t 

(30 sec)

hconv 

Btu/ft2.h.F
Cooling Test A 9.3 2.67

Cooling Test B 8.5 2.95

Heating Test A 8.7 2.87

Heating Test B 9.1 2.75

hconv average 2.81

from its surface. Each test began outside the enclo-
sure, where the bar was either heated by a heat gun 
or chilled in an ice bath and then quickly brought into 
the test enclosure and positioned. Temperature read-
ings of the bar were logged every second until the bar 
reached the temperature of the surrounding environ-
ment. Analyzing the drop in temperature across a given 
timestep throughout warming or cooling of the bar was 
then used to calculate the time constant of convective 
heat transfer. The following equation (Eq. 3) was used 
to determine the time constant from temperature data, 
a process referenced in7:

Using Microsoft Excel, temperature drops across time 
steps of 30 secs were plotted, and an exponential func-
tion (y=Ae-B/x) was graphed to the plotvi. The inverse of 
the constant in the resultant function established an ap-
proximation for the time constant t. Two cooling off and 
two warming up tests were conducted, and the time 
constant calculated for each of the four tests. Having 
determined the time constant, it was then possible to 
calculate hconv using Eq. 4 and the known material and 
geometric properties of the aluminum bar. It should be 
noted that the data analyzed to determine the time con-
stant was using 30-second steps; this requires a con-
version factor of 120 in introducing the time constant 
to Eq. 4 where the final units of hconv use hours. The 
tests to establish the time constant and coefficient of 

convection and radiation thus yielded the values shown 
in Table 1, with close agreement among the four tests in 
arriving at a suitable value for hconv. The values for hconv 
could then be used in Eq. 2 to calculate the apparent 
thermal resistance of the assemblies, understanding 
that the inverse of hconv is equivalent to Rconv+rad. It may 
be noted that the average value of 2.81 Btu/ft2-h-F for 
hconv is within the expected range of 1 to 5 Btu/ft2-h-F, 
although it is a higher rate of convection (i.e. less resis-
tance) than those discussed from THERM parameters 
and from typical values attributed to interior air films 
when considering R-Value summations.

[vi] The graphs in Figure 3 show plots that were used to calculate a value for combined convective and radiative heat transfer 
(hconv) at the interior wall of the prototypes. A bar of aluminum was either heated or cooled above ambient temperature, and its 
heating or cooling to equilibrium was recorded in five second intervals while it was inside the enclosure. A temperature differ-
ence (the Y axis) for time steps of 30 seconds was then calculated from these heating or cooling curves in order to determine 
the thermal constant for heat loss and gain in the test enclosure environment. The exponential equation fit to each plot was used 
to determine the time constant, according to Eq. 3.  Heating up of the aluminum from a cooler temperature is the most difficult 
process to measure because of the fast response of the aluminum – however this was done to demonstrate that the thermal 
constant applies to both heating and cooling. 

Table 1: Thermal constant values (t) and the resultant values for 
hconv calculated from experiments in the test enclosure. These 
values were used, along with temperature data, to calculate 
apparent R-values for the assemblies tested. 

Where: DT(t) = difference in temperature at time increment t

	 DTo = initial temperature difference at t=0 

	 t = time increment

	
t = time constant 

	

e = Euler’s number

Eq. 3
DT(t) DToe

-t/t=

Where: m = mass of the aluminum plate
	 c = specific heat of the aluminum alloy
	 t = time constant, converted to hours
	 A = surface area of the aluminum plate exposed to  
	       convection

Eq. 4

hconv
m c

t A
=



3.4 Testing Infiltration
In addition to monitoring temperature data to calcu-
late envelope resistance, tests were also conducted to 
measure infiltration (air leakage rate) for each prototype 
at -50 Pa and -75 Pa depressurization. Testing used a 
micro-controlled blower door kit, with the blower unit 
mated directly to the test enclosure. Masking of the 
prototypes involved applying masking tape to the pe-
rimeter shim area of each curtain wall prototype to ex-
clude these gaps from the infiltration tests, given that 
the subject of the tests were the tightness of the glazing-
to-frame interfaces within the prototypes. Thus infiltra-
tion results would represent the systems’ deployment 
as a continuous, stick-built curtain wall system rather 

than a unit inserted into a wall. Masking and testing 
protocols referenced ASTM E783-02, using heavy poly 
sheet to seal off surfaces that were not part of the sub-
ject area for a given test8. The poly sheet also provided 
visible verification of negative pressurization within the 
test enclosure. The first infiltration test masked off all of 
the prototype systems using poly sheet; this initial test 
determined a baseline infiltration rate for the enclosure 
minus the prototype systems. Individual infiltration tests 
could then be carried out for the prototypes simply by 
unmasking them one at a time. Further discussion re-
garding the setup of the infiltration tests is discussed 
belowvii.
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[vii] Infiltration tests referenced ASTM E783-02 (2010)8. Following this standard, “extraneous” gaps around each prototype were 
masked using masking tape to ensure only internal air leakage (around IGUs and in between frame connections) were measured. 
When a prototype was being tested, the other five prototypes were covered with five mil polyethylene sheet, taped to the exterior 
of the glass units. Data was recorded after the polyethylene sheet was “sucked” to the surface of the other prototypes, indicating 
complete negative pressure was achieved inside the test enclosure. Testing used a duct testing apparatus joined directly to the 
test enclosure, and tests were conducted at -50 Pa and -75 Pa and used an average of three 120-second averaged recorded by 
the testing instrument.
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Figure 3: Temperature difference (the Y axis) for time steps of 30 seconds, plotted from tests showing the heating and cooling of 
an aluminum bar within the test enclosure environment.



4.0 EXPERIMENTAL SYSTEMS AND FINDINGS
Fabricating and testing the prototypes at full scale was 
important in understanding their viability against real-
world conditions and concerns. Three experimental sys-
tems along with the base system from the manufacturer 
are compared in this article, with their conceptual bases 
and findings from simulation and testing discussed.

4.1 Base System: 250xpt System from 		
      Collaborating Manufacture
The system provided uses aluminum frame with an in-
ternal polyamide thermal break to fully isolate the ex-
terior pressure plate and cap from the interior frame 
(Figure 4). The glazing unit used was a triple glazed, 
argon-filled IGU with Low-E glass and structural silicone 
spacers and a factory edge seal, installed with EPDM 
gaskets on interior and exterior in the curtain wall frame 
(Figure 1). Joints in the assembly of the frame were 
friction-fit with factory-supplied hardware and further 
sealed with silicone. This system is the manufacturer’s 
best performing curtain wall product, with performance 
on par with other top-of-the-line glass curtain walls. It 
should be noted that the base system was assembled 
in the factory by an experienced fenestration contractor 
as part of a demonstration organized for the students, 
while the experimental systems were devised in part or 
wholly in the college shop. 

The manufacturer’s system is also discussed in some 
detail along with the other systems, but testing yielded 
impressive results in both apparent thermal resistance 
and air leakage. With respect to apparent thermal resis-
tance (Table 3), the glass was within 50 percent of the 
calculate R-Value from THERM (Table 2) with the value 
of hconv likely part of the discrepancy. The sampling 
point of the frame yielded a higher than expected local 
resistance in the center of the frame, although R-Values 
from THERM account for the total values along the pro-
file. In terms of apparent resistance, the 250xpt’s triple 
glass unit also performed very closely to the students’ 
System B (Composite Node) that used a deep, insu-
lated airspace with two multiwall polycarbonate skins 
(each rated at R-2.5). In infiltration tests, leakage in 
the manufacturer’s unit was nearly immeasurable at 
-50 Pa, bettering all the students’ prototypes that used 
stick-built assembly techniques (Table 4). It may also 
be remarked that if the 250xpt’s tested -75 Pa infiltra-
tion rate (0.06 cfm/ft2) could be maintained across an 
entire building envelope, it would well exceed the “best 
achievable” tightness (0.04 cfm/ft2 @75 Pa)3. In sum, 
the manufacturer’s system set a high performance bar 
for the student systems.

4.2 System A: Structural Spacer in Insulated 	
      Glass Units - Developed by: Tyler Countess, 	
      Hanh Phung, Samantha Wai
This system was developed by a team that acknowl-
edged a conventional curtain wall frame is not used 
to its full structural capacity in the horizontal direction, 
merely transferring loads from the glass to the higher-
loaded vertical mullions. The team also recognized that 
curtain wall frames have lower thermal resistances than 
modern IGUs, so eliminating any framing in the over-
all system would increase its thermal resistance. In re-
sponse the team integrated a horizontal steel member 
within the top and bottom of the IGU that served both 
structurally and as a spacer (Figure 4). The spacer de-
signed by the team is capable of spanning six inches  
in a 24 ft2. IGU according to structural calculations for 
resisting dead load and wind loads and given the al-
lowable deflections in the glass and adhesives.  Two 
internal films within the slightly wider glass unit restrict 
convection. Computer simulations were carried out with 
the IGU using an argon fill and Low-E films, while the 
prototype constructed by the team was filled with air 
and used uncoated Mylar films. Vertical framing in the 
system used a shelf bracket to transfer loads from the 
now-structural IGUs to frame, while using conventional 
pressure plates and covers to complete the installation. 
A compressible foam gasket and silicon seals the hori-
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Figure 4: The collaborating manufacturer’s 250xpt system with 
triple glazing and thermal break.
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zontal joints between IGUs resulting in a visible joint of 
only about 1/4 inch.

Virtual testing in THERM indicated an increase in ther-
mal resistance of 59 percent compared to the base 
system, a significant improvement (Table 2). It appears 
that much of this improvement comes from an elimina-
tion of surface area at the frame where mullions have 
been eliminated. Though the thermal resistance at the 
structural space actually decreases, this is locally a 
much smaller area for heat transfer than the conven-
tional mullion. Improved thermal properties were then 
simulated with whole building energy modeling (Au-
todesk Ecotect) in a 24,000 ft2 commercial building. In 
comparative simulations, combined HVAC energy us-
age was reduced by 17 percent using this system ver-
sus a high-performing double glazed system. Secondly, 
the research team also used Ecotect to simulate the 
improvements to daylight factor offered by their system 
versus the base system; in a room with a 2:1 depth to 
height ratio, daylight factor increased 20 percent.

In prototype testing, the system performed quite well 
despite some compromises in the prototype materials: 
namely in the improvised IGU, which used uncoated 
Mylar rather than a low-E coated film, and also used 
air in glass unit rather than argon. Despite these com-
promises the glazing unit performed very closely to 
the manufacturer’s base unit, with apparent thermal 
resistance slightly increased over the 250xpt mockup. 
Although apparent resistance at the center joint was 
much less than the 250xpt’s center mullion, thermog-
raphy confirmed that areas of increased transfer at 
structural mullion were much more isolated: a similar 
comparison as that drawn from THERM modeling. As 
an estimation, the observed resistances (Table 3) can 
be multiplied by the profile length of these two joints: 
the 250xpt’s would conduct at 0.40 Btu/h per foot of 
mullion (R-2.18 * 10.5” of profile), while the structural 
mullion would conduct at merely 0.28 Btu/h per foot 
of joint (R0.45 * 1.5” of profile). While not measured, 
light admittance and view through the small prototype 
was increased notably in comparison to the more bulky 
conventional center mullion in the manufacturer’s unit. 

Figure 5: System A prototypes and thermal simulation.
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During infiltration testing, the prototype suffered from 
assembly shortcomings in the glazing unit seals and 
Mylar interlayers, yet the system was tighter than the 
test enclosure (Table 4) and did not appear to leak 
through the horizontal joint. Industrial assembly meth-
ods would certainly improve the infiltration resistance 
of this system.

4.3 System B: Composite Node System -  
      Developed by: Brian Conklin, Nick Nelson, 	
      Dylan Rupar
A team of students developed the composite node sys-
tem in response to two strategies. First, the team ad-
opted low cost, thermally insulating multiwall polycar-
bonate as an exterior and interior skin, separated by 
a framing system that would allow for a deep cavity of 
translucent polymer fiber insulation to increase overall 
thermal resistance. The second development in the 
system involved the frame itself. Rather than using a 

10 inch deep aluminum profile, the team devised a sys-
tem consisting of interior and exterior “rails” that could 
receive either polycarbonate or conventional IGUs and 
could be finished with conventional pressure plates and 
caps. Nodes of low conductivity laminated wood inter-
mittently tie the rails together and connect the system 
back to building structure. Weather stripping, mechani-
cally installed pressure plates, and conventional seal-
ants complete the air and water barrier on the exterior 
face, with the interior wall left unsealed to allow periodic 
equalization of vapor from within the wall cavity.

One of the most important implications of this system 
is that aluminum is used in an advantageous manner: 
it remains an easy-to-erect system of components yet 
thermal conduction is reduced and the amount of alu-
minum overall is reduced. Further, the system could 
use more affordable non-appearance grade coatings for 
the rails, allowing with it the use of recycled aluminum 
instead of virgin aluminum.

Figure 6: System B diagrams and thermal simulations.

Heat Transfer at Cavity

Heat Transfer at Node

Lvl Nodes / Insulation

Structural Section

Multi-wall Polycarbonate
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Simulations in THERM show that thermal resistance 
of the infill system with a six inch deep cavity would 
increase by a minimum of 65 percent at node connec-
tions to a maximum of 84 percent in the cavity areas of 
the system (Table 2). Whole building energy simulations 
were then used to compare performance of the 24000 
ft2 test building using this system versus the manufac-
turer’s base system. With an aggregated U-Value for a 
composite wall of 20 percent glazing and 80 percent 
polycarbonate infill, building HVAC energy usage is re-
duced by 20 percent. The team also conducted several 
daylight simulations using Radiance to evaluate the im-
pact of their system for daylight diffusion, distribution, 
and glare prevention.

Refinement of the team’s node and raid system was 
aided by prototyping during the design process and 
aluminum rails in the final 1:1 prototype were impro-
vised by welding standard curtain wall parts to alumi-
num “T” sections to create the system’s cross profile. 
The nodes were milled and machined from laminated 
composite wood using CNC equipment and the final 
design used universal nodes (i.e. all node connections 
were made with the same components). The team’s 
IGU, caps, pressure plates, and weatherstripping were 
provided by the manufacturer. Multiwall polycarbonate 
was sourced by the team from a local hardware store 
and the system substituted loose polyester fiber for 
translucent insulation batting for the cavities, the lat-
ter reducing the thermal resistance of the system. The 
system performed well in live testing, with higher appar-
ent thermal resistance in the frames and polycarbonate 
than the manufacturer’s system, although the margins 
were slimmer than expected from THERM tests (Table 
3). In summary, the testing of the prototype confirmed 
expectations from computer simulations and showed 
that the main strategies of the system to reduce thermal 
transmission were working as expected. Infiltration tests 
were telling as well, with infiltration rates much lower 
than the SIP envelope of the test enclosure and lower 
than other groups’ prototypes (Table 4). While not as 
tight as the manufacturer’s system, this prototype had 
many more parts and opportunities for leakage and yet 
still performed well, demonstrating that the system’s 
depth and double wall construction could pay off with 
airtightness and excellent thermal resistance. 

4.4 System C: Structural Foam Composite - 	
      Developed by: Kate Gutierrez, Kristina  
      Johnson, Jenelle Tennigkeit
The final system discussed in this article was devel-
oped by a group interested in unitized curtain walls and 

non-linear construction, versus stick systems that are 
assembled in the field from separate frame and glazing 
components. The group reasoned that framing systems 
were a liability for glass curtain wall systems, and often 
these facades were not entirely clear glass anyway with 
many installations using opaque, spandrel glass units. 
The solution devised by the group was to eliminate the 
aluminum framing altogether, replacing the glass sup-
port system with structural foam panels where glass 
units would be directly glazed using silicon adhesive. 
With a thin exterior skin of fiber-reinforced composite, 
the team calculated that IGUs of 50 ft2 or more could be 
supported within a foam panel spanning floor to floor. 
Such foam panels can reduce the weight of convention-
al glass and infill panel systems by 60 percent, reducing 
construction equipment requirements and emissions in 
transportation. Details developed with the system in-
cluded a concept for using cam locks to realize a tight 
seal against the building and adjacent panels to reduce 
infiltration, and a lapped interface between glass and 
panel that would maximize sightlines while reducing 
sharp thermal gradients that could result in condensa-
tion. Devised to demonstrate the concept of an “active 
Z-axis”, the 1:1 prototype was CNC milled with a fac-
eted profile facing the exterior: a strategy that could be 
applied in real applications to increase the structural 
rigidity, control surface runoff, or provide light control. 

In the computer simulations (Table 1) and in live test-
ing, this system showed a high degree of thermal re-
sistance, as expected from the depth and foam com-
position of the panel. Given the relatively low thermal 
gradient, and the high resistance of the panel, the cal-
culated thermal resistance was also the most inconsis-
tent across the three testing intervals. Coincidentally the 
glass IGU, a double-glazed Low-E unit, recorded colder 
temperatures than any other glass surfaces during test-
ing, perhaps because its recessed position in the deep 
panel where a cold pocket of air could develop. Whole 
building energy simulations using the 24,000 ft2 base 
building, with an aggregate U-Value for a composite 
wall of 25 percent glazing and 75 percent opaque infill, 
showed a potential reduction in HVAC energy usage is 
reduced by 12 percent. The performance of this team’s 
system is highly design-dependent and in a building 
where the spatial and functional impact of the wall is 
favored over glazing, greater energy reductions could 
be realized. Predictably, the monolithic nature of this 
system performed well in infiltration tests, showing no 
measured leakage at -50 Pa (Table 4) and only minor 
leakage at -75 Pa.
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Comparison of Thermal Performance: 
THERM and WINDOW Simulations w/ NFRC Guidelines

System Window Assembly U-Value, Glass and 
Frame, Btu/h-ft2-

Infill System U-Value, Btu/h-ft2-F

Mfr’s 250xpt 0.29 N/A

System A: Structural Spacer  0.128 N/A

System B: Composite Node 0.29 0.11 (node intersections)  
0.05 (max, cavity ctr) 

System C: Foam Composite 0.29 0.025

Table 2: Thermal performance of the tested systems versus the manufacturer’s triple-glazed system, as tested using THERM and 
WINDOW software with NFRC testing parameters applied.

Figure 7: System C prototype and thermal simulation.
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Figure 8: An example of temperature plots from prototyping testing, part of three separate tests conducted over periods of several 
hours to multiple days. At left shows temperatures through a single heating interval of approximately 25 minutes, with the top 
three plots representing interior air temperature, and the lowest plots exterior surface temperatures. The section of data yielding 
the two-minute interval is demarked between vertical lines. At right is the two-minute interval used for calculating apparent 
thermal resistance of the various systems, showing conditions close to steady-state during the interval. 
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Apparent Envelope Resistance, Renvp h.ft2.F/Btu

Ave, Interval A Ave, Interval B Ave, Interval C Ave, Total

Center of Middle Mullion

Mfr’s 250xpt (Mullion) 2.20 2.19 2.15 2.18

System A - Structural Spacer (IGU at Spacer) 0.46 0.44 0.45 0.45

System B - Composite Node (Mullion) 2.67 2.53 2.56 2.58

System C - Foam Composite (Solid) 28.92 23.65 16.44 23.00

Center of Lower Panel

Mfr’s 250xpt (Glass) 3.59 3.76 3.75 3.70

System A - Structural Spacer (Glass) 1.74 1.74 1.82 1.77

System B - Composite Node (Polycarbonate) 3.77 4.05 3.56 3.79

System C - Foam Composite (Solid) 13.19 16.94 9.98 13.37

Table 3: Apparent envelope resistance of the tested assemblies. Testing intervals (A, B, and C) of 120 seconds were taken from 
three respective tests. Apparent resistance was calculated using Eq. 2.
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5.0 CONCLUSION
Research applications involving the test enclosure is 
continuing at Kansas State in the Department of Archi-
tecture, with a new project involving a new system. With 
this new project, some improvements to data collection 
and analysis will be attemptedviii, specifically to improve 
prototype comparisons that are dependent on stable 
environmental conditions in the enclosure. Clearly for 
thermal resistance, the apparent thermal resistance 
measured in these in-situ tests will never perfectly 
match the ratings derived from controlled laboratory 
testing, it is anticipated that improvements to the ex-
perimental set up and methods will yield observations 
with more confidence and closer to expected values. 
Yet, despite discrepancies between apparent thermal 
resistances and simulated resistances, the experiments 
using the test enclosure yielded insightful results that 
were useful in making comparisons from system to sys-
tem. 

A larger goal of the work is thus to develop and per-
fect methods that are rigorous, in the sense of ASTM 
standard methods, yet can be achieved by designers 

and professionals – architecture students and archi-
tects interested in design and not just engineering con-
clusions – without highly technical laboratories. While 
there are challenges in achieving the testing rigor of 
ASTM standard methods, those cited in this article are 
methods proven for in-situ conditions, rather than labs, 
and we can use them as a starting point for practice-
friendly methods, as long as these methods are based 
on sound building science fundamentals. For example, 
calculating an apparent convection coefficient (hconv) 
is perhaps a painful process, but a more informed ap-
proach than using a generic textbook value. As archi-
tects increasingly gain access to evaluation tools, such 
as simulation software and instruments like thermal 
cameras, adequate building science knowledge and 
rigor in methodology are critical in realizing the benefits 
of these tools to design.

Overall, the process of prototyping and experimentation 
resulted in a comprehensive knowledge of the thermal 
performance of curtain wall assembly systems, and 
how they could be improved. The first realization from 
the studio’s testing was that the manufacturer’s 250xpt 

[viii] Several improvements will improve future experiments. The biggest improvement is expected to come from adding an 
always-on heating system that can control the interior temperature without cycling. This will stabilize interior temperatures near 
a steady state, and make localized air temperatures near sampling points more consistent. Secondly, adding more thermocouple 
channels will allow air temperatures to be taken closer to the sampling points, perhaps one air temperature reading for every 
interior surface temperature reading. The reality is that in an environment, air temperatures can be very dynamic and variations of 
a few degrees have a large impact on heat flow. Introducing one or several heat flux sensors into the experiments is also planned, 
though the hope is that accuracy can be improved with a thermocouple based method that is more affordable and easier to 
manage. 

Infiltration Tests

Configuration tested @-50 Pa @-75Pa CFM/ft2 @ 
-50Pa

CFM/ft2 @ 
-75Pa

All systems masked - baseline 199.9 259.0 0.39 0.51

Mfr’s 250xpt 0.1 0.9 0.04 0.06

System A: Structural Spacer 4.6 6.9 0.30 0.45

System B: Composite Node 2.6 4.3 0.17 0.28

System C: Foam Composite 0.0 2.1 0.00 0.13

*The area of each system tested for infiltration was 15.47 square feet. The total surface area of the test enclosure, minus the 
area of the systems, was approximately 512 square feet.

Table 4: Infiltration tests conducted for each system. The baseline infiltration rate of the test enclosure represents the rate of the 
entire envelope of enclosure with the tested systems masked. Negative pressures of 50 pascals and 75 pascals correspond to 
common depressurization values used in building commissioning.
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system is indeed quite remarkable at resisting thermal 
flows, setting a challenging bar for the students’ sys-
tems to exceed. For example, System B (Composite 
Node), with a deep insulated airspace and two layers 
of multiwall polycarbonate, might be picked to eas-
ily surpass the 250xpt with its glass and conventional 
framing system; however, the performance of the two 
systems were very close. The airtightness of the 250xpt 
was also impressive, showing how a controlled, indus-
trialized system can meet its performance objectives 
when it is assembled and installed correctly. Given the 
performance capability of modern curtain wall systems, 
these systems can be logically integrated, rather than 
avoided as a liability, for innovative low-energy build-
ings. Some important performance advantages were 
demonstrated by the student systems, as discussed 
already. With some improvements to prototypes, per-
formance could increase further towards the outcomes 
predicted by computer analysis, this would include us-
ing the same simulated materials and profiles (and spe-
cifically, materials with available reference properties) in 
the prototypes and improving student fabrication skills 
to level out the impact of construction and installation 
quality. Additionally, the three student systems would 
show an even greater degree of advantage if they were 
compared to code-minimum curtain wall systems, in-
stead of the “green flagship” system represented by the 
250xpt. While economics was not a part of the studios’ 
analysis of experimental systems, any of these three 
systems could arguably be manufactured affordably 
and reasonably, possibly even as an initial trial emerg-
ing from direct collaboration between manufacturer, ar-
chitect, and consultants. 

While the process of prototyping and testing (including 
the computer tools and analytical methods) in this proj-
ect came from an academically-based research effort, 
this process could also take place as part of real world 
practice. As discussed earlier, architecture firms are ac-
quiring tools for evaluation and have the ability to use 
methodical analysis to better inform design decisions. 
Builders already build 1:1 prototypes for architects for 
some level of aesthetic, quality, or water testing: certain-
ly these prototypes could be used for thermal and in-
filtration testing. With commissioning and other perfor-
mance-related imperatives becoming more common, 
it is evident that testing prototypes is advantageous, 
rather than the final product where failure is costly. 

Lastly, the role of curtain wall manufacturers in assem-
bling products from an amalgam of proprietary materials 
from other manufacturers is worth highlighting from the 

studio’s work. It may seem remote that a manufacturer 
adopt a system whose disparate material components 
must come from several different outside sources, like 
the Composite Node System discussed in this article. 
Yet this is exactly what curtain wall manufacturers do: 
they do not handle raw materials to make anything, but 
purchase component materials from other sources to 
produce a finished product including glass, aluminum 
profiles, gaskets, thermal breaks, coatings, spandrel 
infill materials, integrated shading devices, and many 
other individual components are sourced from others to 
create a “product” for any given manufacturer. Thus it 
might be argued that the next horizon in high-perform-
ing curtain wall systems are simply new, better perform-
ing composites of existing components.
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ABSTRACT
This article documents the use of Grasshopper and Galapagos (Rhino plugins) as analytical tools to graphically 
represent and optimize the adjacency requirements in programmatic spaces. The resulting three-dimensional 
spatial diagrams are evaluated based on evolutionary fitness, which within this research context is defined as 
minimizing the numerical value of the total distance of all interconnected programmatic elements. This approach 
offers a unique system of analysis that can create an extensive range of otherwise unexplored solutions to space 
planning when faced with complex adjacency requirements and a large number of programmatic elements. The 
Grasshopper script is a significant leap forward over existing research in this area, with the ability for users to 
define an irregular shaped site boundary, input multiple stories, relate program elements to external adjacencies 
(views, parking, etc.) and handle an unlimited number of program elements. Consequently, the resulting script 
can be used as an aid in the schematic design of buildings that have inherently complex programmatic relation-
ships. This article uses a three-story hospital on a sloping site with fifty program elements to demonstrate the 
efficacy of this approach.

KEYWORDS: space layout planning, parametric design, genetic algorithms

1.0 INTRODUCTION 
Parametric tools for architectural design have advanced 
significantly since the advent of “blob architecture” at 
Columbia University and as seen in the work of Greg 
Lynn, Michael McInturf, and Douglas Garofalo in the 
mid-1990s1. The early computer software tools used 
by architects during this time including Maya and CA-
TIA, allowed for the design and construction of complex 
forms not previously possible. Due to the perception 
that these new forms were little more than willful sculp-
tures that performed poorly2, the pejorative term “blobi-
tecture” was coined3.

Despite these inauspicious beginnings, academics and 
practicing architects realized that the implications for 
parametric design are larger than generating unusual 
forms. In the past two decades, parametric tools have 
been used to enhance the design process, allowing ar-
chitects to iterate more quickly and focus on optimiz-
ing the performance of a building. These optimizations 
have focused on topics as varied as reducing energy 
use4, improving the flow of passengers in an airport5, 
and the topic of this article – space layout planning6. 
Before discussing the use of evolutionary design tools 
in space planning in more depth, we will first outline 
the development of parametric design and genetic al-
gorithms.
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1.1 Parametric Design
Scholarly articles on parametric design first appear in 
the 1950s and 60s, focusing on the design of rockets 
and airplanes7,8, and therefore it should be no surprise 
that the early proponents of parametric design in ar-
chitecture used software originally developed for air-
plane design. In one of the first articles to discuss the 
impact of parametric modeling on architecture, Roller 
(1991) discusses the way specific information stor-
age - parametric information - in combination with the 
construction process has the potential to capture a true 
version of design intent, while the benefits of iterative 
variation in the design process are examined9. Motta 
(1999) focuses on computer-aided, intelligent model-
ing systems, illustrating their widespread application 
and value as tools that have the potential for reuse. A 
series of precedents in parametric design highlight the 
importance of establishing a workflow that produces 
useful results in this field10. More recently, Woodbury 
(2010) summarizes the role of parametric modeling in 
architectural design, “rather than the designer creating 
the design solution (by direct manipulation) as in con-
ventional design tool, the idea is that the designer first 
establishes the relationships by which parts connect, 
builds up a design using these relationships and modi-
fies the relationships by observing and selecting from 
the results produced”11. He breaks down the essential 
components of parametric modeling, including geom-
etry, programming, and patterns.

During conceptual and schematic design stages, much 
of what is explored involves theoretical concepts. The 
work is expressed diagrammatically. If the concept can 
be distilled into numerical parameters, then it is pos-
sible to use parametric modeling. This type of analysis 
allows designers to explore a much wider range of op-
tions in a much shorter timeframe. This article explores 
the ability of evolutionary parametric modeling as a 
space planning diagram-building tool. For a building to 
be efficient, it must meet the needs of its occupants. 
The needs of the occupants are determined during the 
design process by a complex relationship of program-
matic and physical adjacencies. These spaces and 
their adjacencies can be measured and converted as 
numeric values, which in turn allow them to be turned 
into parameters to be manipulated. 

1.2 Genetic Algorithms and Evolutionary Design
The field of biology, and more specifically evolutionary 
developmental biology, has studied the relationship be-
tween evolution and form for living organisms for de-
cades. This work is best summarized by Thompson 

(1942) and more recently by Carroll (2005)12,13 and 
highlights the breadth and depth of research in evo-
lutionary “design” in biology over architecture. Fogel 
(1966) and Holland (1975) were two of the first authors 
to apply evolutionary design to artificial systems, intro-
ducing the concept of genetic algorithms to model evo-
lution14,15. Goldberg (1989) popularized the use of ge-
netic algorithms as general function optimizers for other 
sciences and engineering16. Lenski et al. (1999) explore 
the ability of digital models to evolve like organisms in 
nature17. Through experimentation, they attempt to find 
the best possible way to create a digital genome as well 
as how influences in nature, such as mutation, can af-
fect the population. The authors use diagrams to help 
explain the methods that can achieve the fittest results. 

Frazer (1995) provides an overview of early work apply-
ing genetic algorithms to architecture, adopting nature’s 
processes of evolution to the design of buildings18. Ap-
plying genetic algorithms for generative design and 
structural form finding, Hensel et al. (2010) and Wein-
stock (2010) focus on the concept of emergence as 
the main process for evolutionary design, “emergence 
is… a central concept of biomimetics, in which biologi-
cal structures are analyzed and understood as mate-
rial hierarchies self-organized into structures that are 
achieved by a bottom up process of self-assembly from 
which their properties and performances emerge”19, 20. 
Frazer, Hensel, and Weinstock all emphasize the role 
of biomimicry in their work over using genetic algo-
rithms as optimization engines to solve complex, multi-
objective problems as seen in computer science and 
engineering. Weng et al. (2014) summarize the history 
and use of genetic algorithms in optimizing the form of 
buildings with an emphasis on reducing energy use4.
 

1.3 Previous Visual, Parametric Tools for Space 	
      Planning
Several academic researchers have looked at generat-
ing algorithms for computer optimized space planning 
over the last fifteen years21-28. Dutta and Sarthak (2011) 
provide a summary of this line of research6. This aca-
demic research focuses largely on the computer pro-
gramming and mathematics behind the genetic algo-
rithms and optimizations developed. However, more 
practical applications are needed, especially in visual-
izations for these space planning algorithms or “tools”. 
Visual tools are necessary in order to communicate the 
results of space planning with a variety of stakeholders 
and allows for architects to quickly assess the merits of 
a given scheme. 
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Architecture firms have been developing space plan-
ning visualization and optimization tools using Grass-
hopper. LMN has used detailed sets of spreadsheets to 
create architectural geometry based on programmatic 
relationships29,30. The tool arranges program elements 
based on relationships marked within the information 
on the spreadsheets and translates this information into 
individual spaces that organize themselves according 
to user defined hierarchies. This parametric tool is lim-
ited in that it is primarily used for visualizing program 
spaces with no algorithm for optimizing adjacencies 
or even generating a spatial layout. NBBJ developed 
a tool that allows designers to quickly organize and vi-
sual architectural programs in three dimensions31. The 
project uses spring physics to create gravity between 
the various elements, which are represented by spheri-
cal volumes, to optimize adjacencies. This tool is very 
limited and requires significant input on the part of the 
user to transform the results of the spring physics into 
an architectural space layout plan. However, similar re-
search using Newtonian gravitational models has been 
recently published by academic researchers at the Vi-
enna University of Technology28. Unfortunately, neither 
LMN or NBBJ have written peer-reviewed articles about 
their work in this field. This is likely due to the desire to 
keep research confidential that gives the firms an edge 
when competing with other firms for projects or simply 
the lack of resources to pursue peer-reviewed research. 

1.4 Goals for a New Optimization Tool
This article explores the utilization of Grasshopper (a 
Rhino plugin) as an analytical tool to graphically repre-
sent a three-dimensional analysis of adjacency require-
ments in space layout planning. As much space plan-
ning in architecture firms is based on past experience 
with similar building types and a limited number of iter-
ations, this research explores new ways of using evolu-
tionary design to improve floor-plan layouts for complex 
programs, such as hospitals, and provide potential solu-
tions that the architect would not have discovered oth-
erwise. Using an adjacency matrix and list of program 
spaces as the input, the Grasshopper script developed 
in this research uses the “evolutionary solver” Galapa-
gos to minimize the distance between programmatic 
elements that need to be adjacent and creates three-
dimensional diagrams. As a brute force iterative pro-
cess, the genetic algorithm can work away at a space 
layout problem without further user input until a certain 
amount of time as elapsed or the fitness plateaus. This 
type of approach offers a unique system of analysis that 
can create an extensive range of unique and otherwise 
unexplored solutions when faced with problems in de-
veloping complex order for spatial relationships.

Optimizing Spatial Adjacencies Using Evolutionary Parametric Tools



2.0 METHODOLOGY

2.1. Design Directive
Programming for complex buildings, such as a health 
care facility, is a difficult job. This is due to the high level 
of complexity in spatial relationships and high number 
of programmatic elements. A hospital also requires a 
high level of efficiency, due to the nature of its function 
in society. 

ZGF Architects LLC (ZGF) has significant experience 
designing hospitals. With this expertise, one can rely 
on client interviews and intuition to achieve efficiency in 
spatial relationships – grouping elements that need to 

be adjacent and minimizing the travel distance between 
them. At the beginning of this research project, ZGF 
was in process of designing a hospital and there were 
program adjacency charts generated at client meetings 
and these resources were made available as sample test 
figures (Table 1). The numbers on the charts represent 
the various needs of the client.  At meetings, the design 
team and clients develop a matrix of all the discrete 
programmatic elements.  The matrix forms a hierarchy 
of space in terms of priority and ranks the adjacency 
requirement of each element in relation to all other ele-
ments in the chart.  A space like the emergency room 
would take priority over the gift shop for example, and 
the two have no adjacency need. 
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Table 1: This matrix shows the various programmatic elements for a hospital and the relationship with others. There are three 
different levels of importance indicated by tones.
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Figure 1: Screenshots showing the origin points selected in the grid and the relative floor area.

2.2. Tool Development and Geometry
The definition begins by input of some simple geomet-
ric parameters, thereby establishing the programmat-
ic volumes that will be used in the iterative process. 
These first steps are the customizable portions of the 
tool.  Each unique architectural situation requires some 
unique combination of factors that this research at-
tempts to address to some extent in terms of spatial 
proxemics. The potential floor plan space is all that 
is actually drawn by the user. The ground floor of the 
building or site outline is first drawn and then additional 
floors can be added of any shape. Floor to ceiling height 
is adjustable. Any number of floors is allowed and there 
can be multiple sites separated from one another. Any 
shape can be used to describe the boundary condi-
tions. The tool will automatically fill in the shapes with 
a three dimensional, rectilinear grid that can also be 
adjusted as desired.

The geometry all occurs within a three dimensional grid. 
This begins to describe a geometric system. All of the 
cells in the grid are marked with a single point. These 
points are all contained in a cloud. Each programmatic 
element is also built around a single point (Figure 1). 

The programmatic central points are here referred to 
as “origins”. Within the list of programs, there exists an 
explicit hierarchy. That is to say, the first program on the 
list dominates the second, which dominates the third 
and so on. The first program is placed in the grid by 
selecting one of the points in the cloud. The selected 
point becomes the center of the mass, which forms as 
a pixelated sphere around that point (Figure 2). Once 
a program occupies a space, all points within it are 
subtracted from the cloud. The next program repeats 
the process until all the programs are massed out. The 
proximity is determined by measuring the distance be-
tween origin points. The relationships are weighted in 
terms of their needs by multiplying the distances by 
various factors, the higher priority the adjacency need, 
the higher the multiplication factor. This multiplication 
factor can also be negative to repel program elements 
that need to be isolated from one another. The algo-
rithm calculates the total value of all relationships by 
performing mass addition. This figure is the fitness 
score. The evolutionary process tries to minimize this 
number as much as possible. The idea is that a lower 
score creates a closer proximity and a more effectively 
adjacent situation. 

Optimizing Spatial Adjacencies Using Evolutionary Parametric Tools
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To create the evolutionary element in the process, the 
computer is allowed to manipulate all the origin points 
to create iterations.  The point cloud within the shell is 
a list, and Galapagos can iterate using the sliders con-
nected to that list.

2.3. Tool Demonstration and Steps
A series of generic tests help to demonstrate how the 
system works and where it needs refinement. This test 

was run with nine programmatic elements. Those are 
broken into three groups represented by different col-
ors (yellow, magenta, and cyan). Each group member 
wants to be adjacent to the others in the same group.  
The site outline for this experiment is for square blocks. 
There are four floors to be occupied. The Grasshopper 
definition (Figure 3) is implemented using the steps 
outlined in Table 2 and described in more detail below.

Figure 2: Areas are translated into “pixelated spheres”. 

Figure 3: Grasshopper definition, screenshot where color represent program groupings. 

Table 2: Diagram outlining the software programs and steps used to generate adjacency diagrams. 
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Figure 4: Point cloud formation, derived from initial geometry: site outlines and offset floors. 

Figure 4: Point cloud formation, derived from initial geometry: site outlines and offset floors. 

Step 1: Establish site-specific initial geometry and 	
            offset levels
The starting parameters are customizable. The user 
sets up a grid that the spaces are built within. The num-
ber of cells and size of cells can be set to a specific 
coarseness. The program can also build the grid inside 
of a two-dimensional site outline to accommodate non-
rectilinear sites. To account for multiple levels the grid 
can be offset vertically any number of times and the 
floor-to-floor height is adjustable (Figure 4).

Step 2: Assign hierarchy of spaces with list order
When the program activates, the order of the list of pro-
gram elements is the order of importance. The first ele-
ment in the list is ranked as the most important. This 
hierarchy is applied when spaces are divided and re-
assigned giving priority to the most important program 
elements. 

Step 3: Input square footage and set initial locations    	
            for each program element 
The square footage for each space is set using a slider 
in the Grasshopper definition. The various program ele-
ments are assigned an initial origin point in the grid for 
a starting location. This point is center of the pixelated 
sphere, which represents a program element in the 
definition.

Step 4: Generate adjacency lines between program 	
            elements
The definition creates a line connecting the origin points 
for every adjacency requirement. A lower value indi-
cates a closer proximity and more optimized adjacency. 
The definition adds up the total distance of all adja-
cency lines, which can be weighted to create greater 
attraction or repulsion in order to prioritize certain adja-
cencies over others or ensure two program elements are 
isolated from one another. The Galapagos evolutionary 
solver will try to minimize this total distance to improve 
fitness.

Step 5: Run Galapagos and record visualization of 	
            every iteration
The Galapagos “genome” is solely made of the origin 
location sliders, which allows it to rearrange the loca-
tion of the program elements within the grid in order to 
improve fitness by creating the lowest total adjacency 
line distance (Figure 5). The areas inside the program 
circles are translated into pixels on the grid and extrud-
ed into three-dimensional volumes by the Grasshopper 
definition. All iterations are recorded in sequence along 
with their fitness score. The results (Figure 6) can be 
exported as an animation.

Optimizing Spatial Adjacencies Using Evolutionary Parametric Tools
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3.0 CASE STUDY
Using thirty-six program elements (Figure 7) and the 
adjacency matrix for an actual hospital project (Table 
1), a hypothetical sloping site with an irregular outline 

and a three story building height was chosen to test the 
Evolutionary Parametric Program Adjacency Script (EP-
PAS). 

Figure 6: Least fit result (left) and most fit result (right). 

Figure 7: Program elements and relative square footages for a hospital. 

Figure 8: Grasshopper definition (left) and site constraints (right). 
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Figure 9: Graph depicts fitness variation (y) over generation number (x), where 62 generations took eight hours to compute. 

Figure 10: Generations, highlighting the geometries and distances used to optimize adjacencies and relationships by program 
type (“group”). 

3.1. Script Deployed
Figures 8-11 depict the Grasshopper definition for this 
specific set of programs and adjacencies as well as 

the resulting Galapagos generated iterations, using the 
steps outlined in Section 2.2.

Optimizing Spatial Adjacencies Using Evolutionary Parametric Tools



	      34

PERKINS+WILL RESEARCH JOURNAL / VOL 07.02

Figure 11: Least fit result (bottom) and most fit result (top) in section, isometric and plan. 
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3.2. Case Study Discussion
The script can run indefinitely, although it reaches a 
point where the results show no serious improvement 
in fitness. At these points it is best to either stop the 
process and take best result, or continue by restarting 
the process and hope for a different type of mutation to 
take hold of the evolutionary direction. There are clearly 
many ways to achieve similar results within the struc-
ture of the parametric tools, so this is just one solution 
to a problem. Better definitions are ones that can ac-
complish complex moves within a few commands, this 
makes the load on the computer exponentially lighter 
and therefore it produces more results and is easier to 
use. In this particular example, the most significant im-
provement in fitness occurred by the 13th iteration (Fig-
ure 9), with only slight improvements in fitness over the 
next 50 iterations. Despite these small improvements in 
fitness, these last 50 iterations could still be valuable to 
the architect as they highlight a variety of solutions that 
are similar in performance rather than one “right” or 
best answer.

There are several limitations to this script. This script 
currently treats program elements as three dimensional 
and does spread program elements over multiple floors 
during the optimization process. For many program ele-
ments, this situation is likely not ideal. Further develop-
ment of the script would be necessary to put boundar-
ies on programs that need to be located on the same 
story – slowing down each iteration. As outlined in the 
Methodology section, this script uses a cumulative to-
tal distance taken between each program element and 
attempts to minimize it as the definition of fitness or 
optimization. This could lead to iterations where there 
is one long and inefficient relationship compensated 
by other tightly packed elements. This possible itera-
tion could rank better than one where all elements are 
equidistant from each other. It is necessary and - given 
the graphic outputs of the script – possible for the user 
to manually check for these types of situations and rule 
out iterations that have obvious inefficiencies. The au-
thors would encourage users of this script to look at it-
erations with similar fitness scores to see which result 
would work best with other architectural constraints not 
currently accommodated in this research.

The advantages of this script, particularly with respect 
to healthcare, are that the program elements must be 
prioritized when the script is generated. This allows 
critical spatial relationships to be built into the script 
to avoid impractical solutions. For example, the emer-
gency room can be placed near a particular parking lot 
or driveway to ensure quick access rather than allow-

ing the script to place the emergency room on the third 
floor even though that might be the most “fit” location 
for it in terms of adjacencies. Other anchors can be pro-
grammed to ensure particular views or orientations as 
needed. Another advantage is that programs that can-
not be adjacent to one another for reasons of noise or 
contamination can be given a negative value for dis-
tance in the algorithm to reward the script for placing 
those elements further apart. The major advantage in 
using this script for space planning layout in healthcare 
is the fact that a large number of program elements and 
adjacencies are required in contemporary healthcare. 
It would be challenging during conceptual design to 
iterate space planning layouts more than a few times 
manually, given this complexity and potentially better 
layouts could be missed. 

4.0 CONCLUSION
The Grasshopper/Galapagos script presented in this ar-
ticle is best applied to projects with complex programs 
with multiple adjacency requirements in early design 
phases. It can give designers data to inform their pro-
cess and ultimately justify their decisions to clients who 
want to see a more data-driven or evidence-based ap-
proached to architectural design. The adaptability of the 
tool is critical to its usefulness. It has been simplified 
in terms of the scripting to a large degree, but could 
perhaps still be refined to produce faster results. One 
observation from the experiments, however, is that the 
best way to save time is by sacrificing certain amounts 
of flexibility. The more customizable the tool becomes, 
the more complex the calculation. A downside to this 
flexibility is that the user must use the Grasshopper in-
terface to input the program elements. It would be ideal 
for non-Grasshopper users to be able to use the script 
as a tool by inputting an excel spreadsheet of program 
elements and their required adjacencies. This is one 
future line of development for this project.

Creating the range for the results is the task of the de-
signer, and the narrower the range, the more meaning-
ful results are. In other words, narrowing the field where 
variables can occur creates more pertinent results. The 
end results of this definition are diagrammatic, so they 
serve as a source of information that can be observed 
as a metric then incorporated into design. It could be 
expanded into a more literal space, with doors and win-
dows, and the results could become more directly ap-
plicable to building design in the later stages. There will 
always be limitations in using genetic algorithms to opti-
mize space planning layouts or any other criteria. In the 
case of using Grasshopper with Galapagos, this comes 
in the necessary simplification of complex relationships 
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into a single number to be maximized or minimized. For 
example, instead of total cumulative distance as a mea-
sure of fitness and proxy for optimized adjacency, this 
research could have used an average distance or ratio 
of shortest to longest distance. The authors specifically 
chose cumulative distance to allow for the repulsion of 
elements that need separation that would be more dif-
ficult to account for in averages and ratios. Still, this 
single number as an adjacency proxy can be mislead-
ing when not taken into consideration with the other 
architectural criteria that must be considered when or-
ganizing spaces in a building.

The introduction of the evolutionary process is extreme-
ly useful in creating iterative design tools. It should be 
noted these are tools, not an artificial intelligence creat-
ed to replace architects or their decision making. These 
evolutionary design tools will only be as good as the 
user who programs the scripts and adjacency informa-
tion generated in collaboration with the building’s users. 
Consequently, computer programming should already 
be a skill in demand in architectural practice. Thank-
fully, visual programming tools that work in tandem with 
drafting programs make the learning and integration of 
parametric design and genetic algorithms more rapid. 
After being skillfully designed and programmed by the 
user, genetic algorithms are a way in which computer 
can independently process time consuming iterative 
work. The ideal situation for the tool involves a combi-
nation of parametric operations with evolutionary solv-
ing. The evolutionary modeling methods discussed in 
this article could be used on a much wider range of 
situations. This research explored adjacency, but any 
parameter or combination of parameters could be driv-
ing the model process including daylighting, structural 
efficiency, thermal comfort, and energy use, and many 
academics and professionals are already working on 
these types of tools. As a diagramming tool, parametric 
engines allow designers to start their process from an 
informed standpoint. The authors believe these meth-
ods are sound, but it will take further tests that at the 
very least are compared to the results of humans at-
tempting the same optimization without the assistance 
of genetic algorithms. 
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URBAN MODELING WITH AGENT-BASED SYSTEM: 
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1.0 INTRODUCTION: AGENT-BASED SYSTEM
An agent-based system (ABS) consists of numerous 
agents, which follow simple localized rules to interact 
with an environment, thereby formulating a complex 
system. Since  Craig  Reynolds’  artificial  “bodies”  and  
flock  simulation, the concept of the ABS has been 
widely used in computer science, biology, and social 
science, such as swarm intelligence, decentralized so-
cial networks simulation, and economic growth model-
ing. ABS consists of interacting rule-based agents that 
can create real-world-like complexity.  In urban model-
ing, agents can be defined as autonomous “physical 
or social” entities or objects that act independently of 
one another1. The autonomous agent can represent hu-
mans, animals, robots, plants or artificial lives.  As the 
essential element in an ABS, the most popular behavior 
of an agent is movement. The movements are usually 
based on simple rules, such as separation, alignment, 
and cohesion. Computer scripts can be used to simu-

late agent’s velocity, maximum force, the range of vi-
sion, and other properties (Figure 1). This autonomous, 
bottom-up approach is most practical for movement-re-
lated analysis. For instance, ABS has been widely used 
to simulate the behavior of crowds, where the agents’ 
movements are computed based on the interactions 
between them as well as the interactions with the en-
vironment. 

In recent years, ABS has become an integrated analysis 
and evaluative process to assist architectural and ur-
ban design. Some of the emerging aspects in practice 
involve using ABS to generate complex self-organizing 
systems and geometries that respond to the interactions 
of elements and external forces. An agent can repre-
sent various architectural entities ranging from panels, 
rooms, and even abstract building program. ABS allows 
complex systems to emerge from the simple interaction 
among agents. Each agent can “sense” its neighbors 

ABSTRACT
This article describes research on using local interactions to generate intricate global patterns and emergent 
urban forms.  An agent-based system (ABS) is used to optimize an urban network and construct the micro-level 
complexity within a simulated urban environment. The author focuses on how agent-driven emergent patterns 
can evolve during the simulation in response to the “hidden hand” of macro-level goals. The research extends 
to the agents’ interactions driven by a set of rules and external forces.  An evaluation method is investigated 
by combining network optimization with the space syntax. The multi-phase approach starts with defining the 
self-organizing system, which is created by optimizing its topology with ABS. A macro-level “attraction map” is 
generated based on the space syntax analysis, where the map is used to control various construction operations 
of an urban model.
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and “react” to them by modifying its location, shape 
or other attributes. For instance, Ehsan Baharlou and 
Achim Menges used ABS to compute the topology of a 
tessellated pattern across a complex surface2. Li Biao 
used ABS to optimize the locations of skyscrapers to 
maximize their views and solar exposure3. ABS for ur-
ban design is also established in the same relational 
model and computational strategy. Some of the rigorous 
methods in the urban design practice involve using ABS 
to generate micro level self-organizing urban forms that 
respond to the top-down rules and traditional planning 
methods. The ABS approach can be found in large ur-
ban design projects, such as the context-aware multi-
agent system for urban infrastructure by David Gerber4, 
and path optimization system in the Kartal Pendik ur-
ban design project by Zaha Hadid Architects. ABS also 
inspired Jeff Jones’ unconventional computing using 
the slime mold Physarum polycephalum to construct 
the natural multi-agent computational model5.

2.0 METHOD
Our research investigated the agent as the physical en-
tity within the field of urban design. It focused on the 
agent’s properties used to respond to external changes, 
specifically how the agents can “sense” and “act” to 
form a bottom-up system. We studied the self-organiz-
ing behavior research from Kokkugia, agent and cells 
method by Batty as well as the wet grid by Frei Otto. 
The investigation focused on the movement based ur-
ban network, which was simulated through ABS and 
evaluated by the space syntax method.

2.1 Phase I: Movement Network 
Our process began with a straight network, which was 
constructed based on the desired movement among a 
group of spatial nodes. This approach used the bottom-
up interaction of individual agents to respond to other 
agents within the system. First, a group of spatial nodes 
were woven into a network in Autodesk Maya program. 

 Urban Modeling with Agent-Based System
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Figure 1: ABS movement network by processing.
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Once the respective nodes were identified, the straight 
paths connected those nodes and formed an intersect-
ing network (Figure 2: Row 1). The initial network was 
optimized using Frei Otto’s wet grid method, which is 
a physics-based analog model. Instead of a simple 
“dumb” static network, each Control Vertex (CV) along 
a path became an active agent driven by the physics 
engine in Maya. The agent interacted with other CVs 
from neighboring lines based on the proximity, attrac-
tion, and collision. Maya Nucleus engine optimized the 
movement network based on the proximity and interac-
tion of agents. The virtual environment was formed by a 
series of static collision objects including buildings and 
none-destructive topographic boundaries. As a reactive 
agent, every CV along a path was analyzed in its rela-

tionship to other CVs within the system. With ABS, the 
autonomous “action” of each path lied within modify-
ing its CV point based on the repulsion or attraction to 
neighboring agents in addition to the environment itself. 
Over a period, a path organization was automatically 
formed as the agents stop and remain their positions.

With the external forces and interaction among agents, 
the autonomous “action” of each agent lied within mod-
ifying its movement based on the repulsion or attraction 
to neighboring agents in addition to the environment 
itself. A complex movement organization was automati-
cally formed over time. Visually, the agents’ trails ap-
peared to be bent, deformed, and merged into one an-
other based on their contextual relationships.

Figure 2: Row-1: Initial straight network. Row-2: Optimized Network.



2.2 Phase II:  Blocks and Spatial Accessibility
Space syntax is a powerful method to study movement 
patterns and accessibility. A street is computed as a 
line, and open environment is calculated as a cluster of 
“cells” in space syntax. By using various spatial analysis 
tools, the accessibility of cells and lines can be mea-
sured. These simulated results are generated to mea-
sure spatial integration, accessibility, and other circula-
tion related values. These qualitative values extracted 
from space syntax analysis can be combined with other 
data for further computation. We used Grasshopper 
script to apply the space syntax as a quick evaluation 
method to the self-organizing pattern generated in the 
first phase. The result was then translated into a raster 

image, named “attraction map” representing the over-
all spatial accessibility. The raster image was combined 
with other maps and used later in Phase III to drive the 
urban form generation (Figure 3).

In this stage, the urban blocks were generated by the 
abstract self-organizing movement pattern from Phase 
I. We defined a block as a “placeholder” with an index 
value projected back to the attraction map. A Grass-
hopper script was used to extract the “attraction” value 
based on the index of each block.
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Figure 2: Row-3: Phase II.  The space syntax analysis was primarily used for evaluating the existing movement pattern. Then, it 
was transformed into the final “attraction map” and applied to urban blocks.

 Urban Modeling with Agent-Based System
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Figure 4: Phase III. An urban model constructed from 2D maps. Grasshopper script was used to populate various building types 
into the blocks.

2.3 Phase III: Urban Modeling
Besides the accessibility values from space syntax, 
various assumption data were added to the “attrac-
tion map” to represent development intensity, Floor 
Area Ratio (FAR), zoning, and other planning related 
quantitative attributes. These data were represented as 
various maps and combined with appropriate weight 
values. Each block can “read” its corresponding data 

from a particular map and use the values to construct 
an urban model. For example, a building type map was 
created to control the building type. A building height 
map was used to control the levels of each building. 
A means-of-transit map was used to indicate the car 
usage. These maps guided the placement of buildings, 
green space, parks, and automatically filled blocks. The 
overlaid external data were understood as the changing 
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Figure 5: HYK district. To investigate the pedestrian movement in a complex spatial configuration, we evaluated and opti-
mized the self-organizing pattern developed in ABS.

scenarios over time. Similar to the design iterations, a 
large-scale urban model was constructed with flexible 
parameters of operation. Each scenario includes a set 
of changing variables. By changing values through a 
slider, an urban model simulated the growth from one 
scenario to another scenario.

3.0 PROJECTS APPLICATION
We applied the three-phase method to an urban design 
project sponsored by the municipal planning institute in 
Huanyuankou (HYK), Dalian, China. We were commis-
sioned to design a 2,000,000 square meter district as 
a central hub and public space in the HYK economic 
zone, Dalian, China. Together with the multi-purpose 
buildings, the project required a mixed-use central 
business district blend with residential, commercial, 
business, tourism, and education programs. In our 
proposal, the idea of “slow life” and “slow movement” 
was realized by introducing bottom-up, self-organizing 
pedestrian network based on the existing attractions 
such as natural landscape, landmarks, and commercial 
centers. The three-phase ABS method was executed 
and produced organic movement pattern on top of the 

existing recliner infrastructure. This new superimposed 
movement network serves as the stimuli to rebuilt va-
cant lots and relinks various green corridors back to 
the natural landscape. The self-organizing pattern and 
conceptual model were further developed by architects, 
urban designers, and planners to fit the local context 
and program needs. 

We applied the network optimization and space syn-
tax to create the attraction map. An intricate order of 
urban pattern emerged based on the microscale inter-
actions among agents. Multiple Voronoi shaped blocks 
automatically adopted a set of rules based on both bot-
tom-up movements as well as the top-down planning 
methods. The self-organizing pattern of the movement 
network emerged based on the connection between 
proposed landmarks and the proximity to the existing 
natural landscape. A microstructure oriented land use 
map as well as a transportation system for pedestrian 
and bike were achieved through ABS and space syntax. 
Then the traditional planning method was used to drive 
the further design decisions (Figure 5).

 Urban Modeling with Agent-Based System
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4.0 CONCLUSION
The research investigated how to integrate ABS into 
the urban design process and evaluate the result with 
space syntax. Compared with traditional top-down plan-
ning, this new method does not operate at the global 
level. It relies on the emergent properties and local 
interactions among agents. Together with traditional 
humanistic evaluation and ABS, a new relationship of 
designer and design agent has been forged. Within the 
process of ABS, the design is a result of the interaction 
between agents and their environment and the modula-
tion of agents’ behaviors within external rules. Our new 
ABS produced measurable improvement in the design. 
For instance, the ABS optimized curved network in-
creased only three percent of traveling time compared 
to the original straight network. However, by joining and 
modifying paths into a new network, the overall length 
of the network was reduced by 43 percent. The opti-
mization is significant for saving construction cost. In 
the HYK project in China, we applied ABS for path op-
timization. The initial straight network was generated by 
connecting existing urban nodes. We optimized the net-
work to reduce the overall network length. The wet grid 
was used to create the pedestrian paths, bike route as 
well as the recreational areas. For the individual curved 
path, the traveling time was increased only three per-
cent compared to the original straight path. The overall 
network construction length was reduced 35 percent - 
45 percent compared to the straight network. 

However, this method is not appropriate for the vehic-
ular-based transportation design due to the small inter-
section angles. The optimized network is often irregular 
and different from the typical urban grid. Because the 
ABS is generated as a highly abstract in the micro level, 
we have to combine ABS with other transportation plan-
ning methods to construct a practical urban model in 
the later process. This post process can lead to confu-
sion of the design logic and violate the early abstract 
model. The value of early ABS and the self-organizing 
solution was undermined.

There are other limitations in this method. The opti-
mized network was evaluated by space syntax to fa-
cilitate design decisions such as land use, FAR, and 
development intensity. The one-way linear data flow 
was from ABS to space syntax, and eventually to the 
development intensity and land use. The early stage mi-
cro level ABS was isolated from the influence of space 
syntax evaluation. In an ideal situation, the space syn-
tax analysis should be able to affect the ABS and serve 
as a feedback loop in a non-linear fashion. We are cur-

rently experimenting the genetic algorithm in Galapagos 
to integrate space syntax into the path optimization pro-
cess. We are also investigating on importing geographic 
information system (GIS) data and other geospatial re-
lated “big data” into the “attraction map.” The goal is to 
create a virtual urban laboratory allowing designers to 
manipulate environmental conditions and behaviors of 
artificial agents and test various design theories in both 
micro and macro levels.
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ABSTRACT
The challenges of a warm climate on urban buildings’ energy needs for space conditioning are discussed by as-
sessing the impact of intra-urban microclimatic changes, also called urban heat islands (UHI). This article ana-
lyzes the results of a simulation study on the energy consumption required for heating and cooling a small office 
building within five intra-urban microclimatic conditions of the Chicago metropolitan area. The study simulated 
a small office building per ASHRAE Standard 90.1-2013 with a whole-building energy simulation program and 
weather files that accounted for climatic changes due to urban development and synoptic weather conditions 
for selected locations. The results confirm that heating load decreases and cooling load and overheating hours 
increase as the office location moves from rural (less developed) to urban (developed) sites. However, these 
changes are influenced by the location’s distance from downtown and from Lake Michigan. The article shows 
that prominent intra-urban climatic variations are an important factor affecting energy performance, examines 
detailed results for a typical small office located within the intra-urban climatic zones of the metropolitan area, 
and argues for the necessity of considering using weather files based on urban microclimates in designing build-
ings to safeguard their efficiency in the future. 

KEYWORDS: lake effect, wind, cloud cover, solar radiation, heating and cooling energy    

1.0 INTRODUCTION 
Urban areas’ climates are modified by high rates of 
urbanization resulting from drastic demographic, eco-
nomic, and land use changes1. These modifications 
include increasing temperature and changing wind 
speeds, precipitation patterns, cloud cover, and solar 
irradiance. The most significant modification is the cre-
ation of urban heat islands (UHI), a term that refers to 
elevated temperatures over urban (developed) areas 
compared to rural (less developed) areas. UHIs are 
commonly studied under calm wind conditions during 
sunny days and have been found to be more prominent 
during nighttime, when wind speed is relatively lower 
than during the day. Paved urban surfaces and their 
configurations—for example, streets, sidewalks, park-
ing lots, and buildings—are crucial in the formation of 
UHI because they absorb heat during the day and re-
lease it during the night. The lack of vegetation also re-
duces evapotranspiration. When studied using satellite 
thermal infrared images, surface heat islands are more 
prominent where the albedo and emissivity properties 
of paved urban surfaces are often intensified; vertical 

surfaces are often ignored2. The role that vertical urban 
surfaces, such as building facades, plays within dense 
urban environments is measured by Sky View Factor 
(SVF), which looks at the surface exposure to the sky 
that influences surface thermal balance3,4. In addition, 
the geography, topography, large bodies of water, land 
use, population density, and physical layout of the ur-
ban area all influence UHI5. Rapidly expanding urban 
boundaries constantly modify the rural landscape; the 
nature of the constantly evolving urban landscape also 
varies with land-use and land-cover changes. Further-
more, the increasing anthropogenic heat contribution 
of the urban environment is significant6,7 and includes 
waste heat from buildings, industries, and transpor-
tation7. Therefore, this article focuses on the need to 
recognize the broader and more complicated range of 
intra-urban climatic conditions that influence building 
heating and cooling demand. The goal is to inform en-
gineers and architects about lake effects—wind, cloud 
cover, and solar radiation—so that buildings will be de-
signed to be more energy efficient.

Urban Microclimates and Energy Efficient Buildings
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UHI modify microclimatic conditions, increase air pollu-
tion8, and exacerbate heat waves in urban areas6. Heat-
related fatalities are observed globally9; in particular, the 
1995-96 Chicago heat wave and the 2003 European 
heat wave are most reported in the literature. While 
the frequency of heat waves is increasing, mortality 
rates are decreasing where the use of air conditioners 
is prevalent10-12. The increased use of air conditioners 
to counterbalance this warming effect subsequently 
increases buildings’ waste heat contribution and adds 
warmth to the urban environment. Although warm ur-
ban conditions reduce buildings’ heating energy needs, 
they increase cooling energy needs. Internal heat load–
dominated buildings operated during the daytime, like 
office buildings, are significantly affected. Therefore, 
UHI increases summertime peak electric demand that 
adds to the burden on the existing power infrastructure 
and increases greenhouse-gas emissions. However, the 
variation in peak demand within metropolitan areas is 
less recognized and this study investigates such varia-
tions within its microclimates. 

Most UHI studies on building energy needs present air 
temperature as the climatic variable for energy impact 
and suggest increasing vegetation and albedo of pave-
ments and roofs for energy savings13. Studies have also 
reported on the impact of air temperature and relative 
humidity on heating and cooling energy needs14. The 
wind speed is often associated with nighttime UHI, 
which prevents transportation of urban heat absorbed 
during the daytime by urban thermal mass, allowing 
it to rise above the city. Thermal properties of paved 
surfaces and their spatial organization within urban 
form15 is critical for nighttime urban cooling. Buildings 
in warming climate benefit from night flushing and it 
is a suggested energy-saving strategy for office build-
ings16. However, variation in climatic elements within 
metropolitan area due to physical development and lake 
effect are less studied. For example, daytime and night-
time UHI variation, especially in the case of the Chicago 
metropolitan area, is not well established and has yet 
to show promising evidences17. Also, UHI studies are 
often reported during clear sky conditions with low wind 
speed; however, both of these conditions constantly 
change throughout the year. 

To account for the combined influence of the urban 
environment and climate on building space-condition-
ing energy practices, especially in view of the synoptic 
weather conditions of the Great Lakes region, this article 
seeks answers to the following questions using average 

climatic data over a 30-year period (1980-2010) re-
corded in Typical Meteorological Year-3 format:

•	 Do intra-urban or microclimatic variations exist in the 
study area and how do they vary seasonally? 

•	 How do intra-urban microclimatic changes influence 
peak building energy use and peak demand?

2.0 METHODS AND MATERIAL 

2.1 Context
The Chicago metropolitan area lies on the flat Lake Mich-
igan plain (41º52’ north and 87º37’ west) with minimal 
elevation changes of 176.5 meters (579 feet) to 205.1 
meters (673 feet) above sea level. Chicago has a humid 
continental climate, with an average mean air tempera-
ture from May to September of 25.9ºC (1961–1990). 
In July and August, prevailing west-southwest (240º) 
winds average 13.2 km/h (8.2 mph) (1981–2010), 
transporting in warm humid air from the central and 
southern plains18. Tree cover plays an important role in 
moderating air temperatures in the region and the city 
of Chicago had an average tree canopy of 11 percent. 
Chicago falls within ASHRAE climatic zone 5A (cold 
and humid) and “Dfa”, humid continental (hot summer, 
cold winter, no dry season, latitude 30-60ºN) per Köp-
pen climate classification. While the 2010 population 
of the Chicago-Joliet-Naperville metropolitan statistical 
area was 9,461,105, the population of the city of Chi-
cago was 2,695,598 per US Census. In 2010, Chicago 
had an average population density of 45.7 persons per 
ha (18.1 persons per acre) within the city limits. Re-
searchers suggest that Chicago’s current UHI patterns 
are likely to intensify with a warming climate and further 
urbanization in the region. This will significantly alter 
Chicago’s micro-climate and increase its vulnerability to 
ecological and financial risks19.

UHI effect is typically studied under calm wind condi-
tions on clear, sunny days (Figure 1), in which urban 
heat rises above the built environment and raises the air 
temperature of the downtown area. However, the Chi-
cago heat island often appears in the western suburbs, 
not in the downtown area20. The lake wind influences 
the transport of urban heat over the West Side develop-
ment (Figure 2a). Gray and Finster reported an aver-
age about 3 to 5oF temperature gradient between Lisle 
(located between 2 and 5 in Figure 2) and downtown 
Chicago in the summer months (June through August) 
from 1992 to 199620. 
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Figure 1: (a) Typical urban heat island profile under calm wind conditions and (b) Chicago’s heat island profile20.

Figure 2: (a) Climatic data collection locations (Google Maps) and (b) LandSAT image of the Chicago metropolitan area showing 
urbanized to rural landscape pattern (Google Earth).

2.2 Climatic Data: Sources and Suitability 
The weather stations monitored by the National Climatic 
Data Center (NCDC) are selected for investigating cli-
matic variations in the Chicago metropolitan area for 
quality purposes (Figure 2). These stations are located 
at varying distances from Lake Michigan: Waukegan is 
3.37 miles away, Midway 9 miles, O’Hare 13.5 miles, 
DuPage 31.5 miles, and Aurora 45 miles. The hourly 

climatic data obtained from these five weather stations 
in TMY-3 format are suitable for this study because they 
reflect the combined influence of land-use/land-cover 
changes, related anthropogenic heat from buildings, 
transportation and automobiles, and the lake effect21. In 
this way, the interaction of climatic variables and urban 
landscape is well accounted for in predicting energy 
needs. 
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2.3 Physical Model Characteristics
A representative three-story, small-sized office build-
ing22 of 1366 square meters (14,700 square feet) is 
modeled per ASHRAE Standard 90.1-2013, Climatic 
Zone: 5A23 and Appendix G requirements to estimate 
energy needs. The building footprint of 21.30 meters x 
21.3 meters (70 feet x 70 feet) is chosen for orientation 
neutrality24 in which 40 percent of the area is allotted 
for open office space, 30 percent for enclosed/private 
offices, 10 percent for corridors, and five percent for a 
conference room; remaining areas include a printing/
photocopying room, a stairwell, and electric/mechanical 
rooms. The perimeter and core zoning pattern is adopt-
ed for energy-modeling purposes and perimeter zone 
depth is 3.65 meters (12 feet). The floor-to-floor height 
is 3.96 meters (13 feet) and clear floor-to-ceiling space 
is 2.74m (9 feet). The floor-to-floor glazing of 40 percent 
(27 percent for floor-to-ceiling) is equally distributed on 
all sides and includes internal blinds that are 20 percent 
closed during occupied hours and 80 percent closed 
when unoccupied. The opaque building constructions 
in the small- and medium-sized office prototype in-
clude mass walls, a flat roof with insulation above the 
deck, and slab-on-grade floors. Windows are defined as 
manufactured windows in punch-style openings. These 
envelope constructions are common for small-office 
buildings in the United States22,25 and are followed in 
the study. The building’s operating hours are from 8 am 
to 5 pm Monday through Friday; it is closed on standard 
US holidays. Table 1 shows the building characteristics 
used for energy estimation purposes. 

The baseline HVAC system for this building type and size 
and this climatic zone (5A) adopts ASHRAE 90.1-2013 
Appendix G’s suggestion on use of a (System3: PSZ-AC) 
constant volume packaged rooftop air conditioner. The 
space is conditioned by a packaged single-zone DX sys-
tem with furnace. The efficiency of the packaged unit, 
EER, is 10 and the minimum efficiency of the furnace is 
80 percent. Also, the natural gas nonresidential domes-
tic hot-water system is modeled at 80 percent efficiency. 
The HVAC system maintains a 23.8ºC (75ºF) cooling set 
point and 21.11ºC (70ºF) heating set point during oc-
cupied hours. During off hours, the thermostat set point 
is 27.77ºC (82ºF) for cooling and 17.77ºC (64ºF) for 
heating. The economizer is set to maximum dry bulb 
temperature 70ºF.

2.4 Comparison Method
The distance from Lake Michigan and from downtown 
are significant factors for intra-urban microclimatic 
variation. Among the selected locations, Waukegan is 
less urbanized, less populated, and closer to the lake. 
It is far north of downtown and is not influenced by the 
UHI. The West Side developments, where summertime 
UHI influences are significant, host other study loca-
tions. The variations in UHI and related building heating 
and cooling energy needs on the West Side locations are 
compared here with the Waukegan location. 

Climatic changes. The temperature influences of UHI 
among the selected locations are compared seasonally, 
particularly during the extremely hot week identified by 
the NCDC. The summer months are particularly cru-

Envelope Lighting (w/ft²)

Roof R-30ci (albedo 0.4, light) Office (open/enclosed) 0.98 /1.11

Walls R13+R10ci Conference Room 1.23

Slab on Grade R-15 for 24in Restroom 0.98

Door U-0.5 Corridor 0.66

Fenestration U-0.42, Mechanical 0.42

SHGC-0.4 Copying Room 0.72

VT-1 Plug Loads 0.75 26

Table 1: Office building characteristics.



		     49    

Urban Microclimates and Energy Efficient Buildings

cial due to an increase in cooling-related peak electric 
demand and energy. The summer months considered 
in this study are July through September; the winter 
months are January through March. The autumn and 
spring months are represented by October through De-
cember and April through June, respectively. The ex-
tremely hot week is from July 15 to 21 and the extreme-
ly cold week is from February 12 to 18. The average 
temperature of seasonal months is used to compare 
seasonal UHI. The average hourly temperature data is 
used to compare day and nighttime UHI. The day and 
nighttime hours are decided based on available global 
horizontal solar radiation, which is the sum of direct 
normal irradiance, diffuse horizontal irradiance, and 
ground-reflected radiation. 

Annual energy use. A whole energy simulation pro-
gram, eQUEST 3.65 (DOE, 2013), has been previously 
validated for its algorithm and published elsewhere, 
and is considered suitable for this study to estimate the 
energy performance of the small-office building, which 
was kept constant through the study. Keeping lighting, 
plug loads, and other energy needs constant through-
out the study allowed the investigation to focus on 
shifting heating and cooling energy due to the chang-
ing climate. The weather files collected from the five 
stations in the Chicago metropolitan area were used to 
estimate intra-urban variations in energy use intensity 
(EUI), peak electric demand, and annual electric and 
heating energy use. The variations in intra-urban heat-
ing degree days (HDD) and cooling degree days (CDD) 
are also included in the study.

3.0 RESULTS AND ANALYSIS 
The results and analysis of this investigation are pre-
sented in two sections: intra-urban climatic changes 
and building space conditioning energy needs. First, 
seasonal and diurnal temperature changes are dis-
cussed in relation to the lake effect and its impact on 
HDD and CDD. Second, microclimatic influences on 
energy use intensity (EUI), cooling energy, summertime 
peak demand, and heating energy are presented to in-
form decisions on energy efficiency of buildings.

3.1 Intra-Urban Climatic Changes
There is significant variation in average seasonal tem-
peratures among all locations in Chicago metropolitan 
area. The average seasonal temperature includes hour-
ly day and night temperatures for three months. The 
highest average temperature, 23.52oC, is observed dur-
ing summer months at Midway; the lowest temperature, 
20.6oC, is observed at Waukegan (Table 2). The tem-
perature trends are opposite during winter months; Du-
Page (1.01oC) and Midway (-0.85oC) are warmer than 
Waukegan (-2.18oC). During spring months, DuPage 
(15.95oC) reports the highest temperature and Wauke-
gan (13.42oC) is the lowest in the group. Although the 
average temperatures are lower at all locations during 
autumn, Midway reported the highest temperature at 
7.13oC; Aurora showed the lowest among the group at 
-1.41oC. In general, average seasonal temperatures at 
Waukegan are lowest; thus it is a reasonable assump-
tion for a baseline case when comparing intra-urban 
UHI. 

Waukegan Midway O’Hare DuPage Aurora

T (avg. summer) 
DT (summer)

20.60 23.52 
  2.92

21.34 
  0.75

20.54 
 -0.05

21.44 
  0.85

T (avg. winter) 
DT (winter)

-2.18  -0.85 
  1.33

 -1.11 
  1.07

  1.01 
  3.19

 -1.37 
  0.81

T (avg. spring) 
DT (spring)

13.42 15.48 
  2.06

15.46 
  2.04

15.95 
  2.53

14.84 
  1.42

T (avg. autumn) 
DT (autumn)

3.37   7.13 
  3.76

  4.00 
  0.63

  3.89 
  0.52

  1.96 
 -1.41

Table 2: Seasonal UHI variation within the Chicago metropolitan area (oC).
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The highest seasonal intra-urban UHI variation among 
four locations is observed during autumn months and 
the lowest temperature variations are observed during 
spring months, ranging from 1.42oC at Aurora to 2.53oC 
at DuPage. When average temperatures are compared 
with those at Waukegan, the variation ranges from 
3.76oC at Midway to -1.41oC at Aurora (Figure 3(a)). 
The negative temperature difference represents a cool 
island effect. This variation is consistent with its dis-
tance from the Lake Michigan as well as from the down-
town area (Figure 3(b)). Thus, average wind direction 
and speed was analyzed at these locations. The average 
wind direction at Midway, O’Hare, DuPage, and Aurora 
is from southwest to northwest. The combined influence 
of wind direction and speed seems to minimize tem-
perature gradient across the east-west axis, although in-
dustrial land use and a high percentage of paved areas 
exists in the West Side developments20,27. Based on this 
observation, it is expected that the downtown area will 
remain warmer during autumn months, although fur-
ther evidences will be helpful.

The summertime UHI intensity of 2.92oC is highest at 
Midway, while the West Side locations, DuPage and Au-
rora, show marginal differences of -0.05oC and 0.85oC 
when compared with Waukegan (Table 2). When com-

pared with Midway, the temperatures at O’Hare, Du-
Page, and Aurora are cooler by 2.18oC, 2.98oC, and 
2.08oC. The lowest average summer temperature at 
DuPage is the most surprising result, as this location is 
on the West Side and closest to the center of the heat 
island reported by Gray and Finster20. These summer-
time temperature trends, like autumn observations, do 
not follow previously published trends of warmer climate 
in the West Side developments. One of the significant 
influences is that the prevailing west-southwest wind, 
which averages 13.2 km/h, transporting in warm, hu-
mid air from the central and southern plains18, does not 
support the UHI phenomenon presented in Figure 1(b). 
In addition, while the major water body can provide 
summertime cooling, the distance of study areas from 
the lake may lessen its effect as evident in Figure 3(b). 
The lake’s cooling influence also wanes in late summer 
when water temperature can reach as high as 26.7oC.
The UHI effect is reported during day as well as night. 
Table 3 summarizes day and night average tempera-
tures. The maximum seasonal day and night tempera-
ture difference (1.95oC) is observed at Aurora during 
summer, followed by spring (1.14oC), autumn (1.48oC), 
and winter (0.61oC). DuPage, O’Hare, and Midway 
follow a similar pattern, showing the lowest changes. 
Waukegan shows minimal change during the winter 

Figure 3: (a) Seasonal UHI intensities within Chicago metropolitan area and (b) UHI intensities in relation to the distance from the 
lake.

(a) (b)
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Waukegan Midway O’Hare DuPage Aurora

T (summer day-night) 
DT* (summer day-night)

3.76  3.02 
-0.74

4.20 
0.44

4.54 
0.78

  5.71 
  1.95

T (winter day-night) 
DT (winter day-night)

2.10  1.64 
-0.47

2.16 
0.06

2.45 
0.35

  2.71 
  0.61

T (spring day-night) 
DT (spring day-night)

3.44  2.70 
-0.74

4.41 
0.44

4.30 
0.78

 4.58 
  1.95

T (autumn day-night) 
DT (autumn day-night)

1.91  2.06 
 0.15

2.47 
0.56

3.38 
1.47

  3.39 
 1.48

DT* is estimated in comparison to Waukegan

Table 3: Average day and night UHI variation.

and autumn months (1.91 to 2.1oC), while the spring 
and summer months show temperature differences in 
the range of 3.44oC to 3.76oC, respectively. Table 2 and 
Table 3 provide the average temperature differences of 
the seasons. In order to investigate non-averaged tem-
perature differences, this study delves into an extremely 
hot week.

The extreme summer week varies by location, so an 
overlapping period of two weeks, from July 13 to 26, is 
considered for this analysis as seen in Figure 4. During 
this time, the maximum daytime temperature (40.0oC) 
was recorded at Midway on July 24 (with standard de-
viation of 12.81oC). The peak demand for the office 
building is observed on the same day at the Midway 
location. Similarly, high daytime temperature increases 
peak electric demand, although dates vary among the 
selected locations. The highest day and night tempera-
ture difference is observed at Aurora (19.00oC) followed 
by Waukegan (15.20oC), Midway (14.00oC), O’Hare 
(13.30oC), and DuPage (13.00oC). The weekly average 
day and night temperature difference is highest at Au-
rora (13.00oC), followed by O’Hare (10.64oC), DuPage 
(10.31oC), Midway (9.21oC), and Waukegan (9.06oC). 
The higher nighttime temperature, which minimizes 
day and night differences, is an indication of nighttime 

UHI. When compared with Waukegan, Midway shows 
high nighttime UHI and Aurora shows minimum night-
time UHI. Kolokotroni et al.16 suggest that warm night-
time temperatures can improve nighttime ventilation 
opportunities in office buildings in a warming climate. 
The warm nighttime urban temperature may potentially 
increase use of air conditioners during evening hours, 
especially in residential buildings. However, spring and 
autumn might provide the most opportunities to benefit 
from natural ventilation as an energy-saving strategy. 
Since the small-office building under study is operating 
during the day (8 am to 5 pm), this discussion focuses 
on daytime hours. The following section explores the 
UHI influences on predicted energy needs.

The variation in intra-urban climatic conditions is 
changing annual heating and cooling degree days for 
each location as shown in Table 4. Midway location 
represents the most modified urban climate and it is 
observed in highest CDD (691) and lowest HDD (3106) 
among other locations. In comparison to Waukegan, 
Midway has 70 percent higher CDD and 17 percent 
lower HDD. While CDD and HDD are representative of 
climatic zone and does not account for specific build-
ing condition that may have unique indoor climatic 
conditions, the building cooling and heating hours vary 
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Figure 4: Day and night temperature variations during extreme summer week, July 13-26.

significantly. The small-office building investigated in 
this study, shows 21 percent increase in building cool-
ing hours and 22 percent decrease in building heating 
hours for Midway location. These changes are mainly 
due to external and internal gains. It is important to 
note that improved energy efficiency criteria of ASHARE 
90.1-2013 allows for less building cooling hours (21 
percent), however, it needs further study.

3.2 Building Heating and Cooling Energy Use  
Energy Use Intensity (EUI). The annual building energy 
needs (gas, electric, and peak demand) of a three-story 
office building for selected locations in Chicago metro-
politan area are discussed. For quality checks, the EUI 
at O’Hare location was compared with CBECS (2013) 
data for small buildings and then with EUI published by 
Pacific Northwest National Laboratory (PNNL) study on 
a small office building24 that used a similar weather file. 
The EUI estimated at O’Hare in this study (26.75 KBtu/

ft²) is lower than in the published PNNL study (27.40 
KBtu/ft²), which applied advanced energy-saving strate-
gies. This change makes sense for small office buildings 
because the PNNL study adopted ASHRAE 90.1-2004 
and applied the version of Advanced Energy Design 
Guide for Small Office Buildings available at that time. 
The highest EUI (6.863 kWh/ft²-yr) is observed for Mid-
way, the lowest EUI (6.559 kWh/ft²-yr) at Waukegan. 
The simulation results for EUI at O’Hare (6.781 kWh/
ft²-yr) and Aurora (6.796 kWh/ft²-yr) are very similar, 
whereas EUI (6.825 kWh/ft²-yr) at DuPage is slightly 
higher, similar to Midway. The annual electric energy 
needs shown in Figure 5(a) follow a similar trend. The 
energy consumption categories are lights, miscella-
neous equipment (plug loads), space cooling, pumps 
and auxiliary, and ventilation fans. The building energy 
consumption at Midway is highest at 100,879kWh, com-
pared to Waukegan at 96,424kWh. O’Hare and Aurora 
show similar results at 99,682kWh and 99,899kWh, 
respectively. 
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Cooling Energy. Cooling energy (kWh) needs are 34 to 
37 percent of the total electric needs of the building. 
When annual cooling energy needs among Midway, 
O’Hare, DuPage, and Aurora are compared with Wauke-
gan (Figure 5(a)), the energy needs are higher and 
cooling energy needs emerge as the most fluctuating 
energy category. In this category, the small office build-
ing at Aurora (28 percent) consumes the most energy, 
followed by Midway (27 percent), DuPage (24 percent), 
and O’Hare (19 percent). These variations are signifi-
cant and affect overall EUI. Also, it is surprising to note 
that the Aurora location consumes more cooling energy 
than Midway. The main reason for such fluctuations is 
warm daytime starting conditions due to nighttime UHI 
as well as daytime UHI that is influenced by wind speed 
and direction in the metropolitan area. Furthermore, 
cloud cover plays an important role in the amount of 
global solar radiation received at these locations. Figure 
6(a) shows the average hourly global horizontal solar 
radiation received at selected locations throughout the 

year. Aurora receives the most solar radiation (386 w/
m²), whereas Midway (200 w/m²) receives almost half 
that amount because of high cloud cover. This affects 
external heat gain at Midway compared to Aurora, while 
internal heat gain remains constant for all locations.

Peak Demand. Cooling-related peak electric demand 
is significant for all intra-urban locations. Annually, it 
constitutes 41 to 44 percent of total electric demand, 
except for Waukegan (38 percent). This contribution 
increases to 52 to 56 percent during summer months 
and 46 to 51 percent, and 39 to 44 percent during 
spring and autumn months, respectively. Midway loca-
tion requires 56 percent of the peak demand for cooling 
during summer, which is not very different from Aurora 
(55 percent), DuPage (54 percent), or even O’Hare (52 
percent). This data clearly indicates the relationship 
between temperature and peak demand: higher tem-
perature increases peak demand, which can test the 
susceptibility of power infrastructure to extreme heat 

Waukegan Midway O’Hare DuPage Aurora

CDD (18°C baseline) 407    691   506   523     444

Increase in CDD*   284 
(70%)

  99 
(24%)

116  
(29%)

     37  
   (9%)

Building Cooling Hours 877  1065 1098 1097   1072

Increase in Building  
Cooling Hours

  188 
(21%)

 221 
(25%)

 220 
(25%)

   195 
 (22%)

HDD (18°C baseline) 3747  3106 3430 3300   3629

Decrease in HDD* -641 
(-17%)

-317 
(-8%)

-447 
(-12%)

  -118 
 (-3%)

Building Heating Hours 1329 1042 1188 1137   1133

Decrease in Building 
Heating Hours

 -287 
(-22%)

-141 
(-11%)

 -192 
(-14%)

 -196 
(-15%)

* Changes in CDD and HDD are in relation to Waukegan location

Table 4: Annual heating and cooling degree days.
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Figure 5: (a) Annual cooling energy (kWh) and (b) Annual heating energy (Therms).

Figure 6: (a) Average hourly global solar radiation (w/m²) and (b) Annual Peak Demand (kW) distribution by major categories.

events. One of the major influences of climate change in 
the built environment is increased extreme hot- weather 
(and cold-weather) events. Extreme hot-weather events 
are observed during the spring and autumn months as 
well: early heat waves are reported in April, late heat 
waves in October. Thus, early warming trends in spring 
show significant cooling-related peak demand. Aurora 
and O’Hare locations need 51 percent peak demand for 
cooling; Midway and DuPage are at 49 percent and 46 
percent respectively. During the autumn months, the 
Midway location shows the highest cooling-energy con-
tribution to peak demand. 

Heating Energy. High heating-energy needs at Wauke-
gan (2382 Therms) are not surprising because of the 
location’s proximity to Lake Michigan. The lake tends 
to increase cloudiness and suppress summer precipi-
tation in the area. Winter precipitation is enhanced by 
lake-effect snow that occurs when winds blow from the 
north or northeast. These winds allow air to pass over 
the relatively warm lake, boosting storm-system energy 
and water content and leading to increased snowfall. 
Similarly, the far West Side location of Aurora shows 
high (2539 Therms) heating-energy needs, as north or 
northeast winds do not seem to be influenced by the 
UHIs (i.e., the combination of land use, land cover, and 
anthropogenic heat sources) that are decreasing heat-
ing-energy needs at the Midway and DuPage locations. 

(a) (b)

(a) (b)
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4.0 CONCLUSION
This article investigates two research questions, fo-
cusing on intra-urban climatic change and its impact 
on building space conditioning energy demand in the 
Chicago metropolitan area. Four intra-urban locations 
(Midway, O’Hare, DuPage, and Aurora) are compared 
with the baseline location, Waukegan. The average cli-
matic data over a 30-year period (1980-2010) recorded 
in Typical Meteorological Year-3 format is used for this 
purpose and to help estimate building energy demand. 
There are prominent intra-urban microclimatic zones 
within the Chicago metropolitan area; UHI intensity var-
ies by location, season, and on a day-night basis. Over-
all, average intra-urban temperature is warmer through 
the year. These following conditions are summarized: 
•		 The highest UHI intensity was reported at the Mid-

way location during the autumn (3.76ºC) and sum-
mer (2.92ºC) months. 

•		 The highest UHI intensity during the winter (3.19ºC) 
and spring (2.53ºC) months was reported at the Du-
Page location.

•		 The distance of study locations from the lake, wind 
pattern, cloud cover, and solar radiation are influenc-
ing UHI through the year. A linier relationship of dis-
tance from the lake and UHI is particularly significant 
during autumn and summer months          

•		 The highest day-night UHI variation (19ºC) during 
the extreme summer week was observed at Aurora 
location. 

These intra-urban climatic changes modified CDD 
(18ºC baseline) and HDD (18ºC baseline):
•		 The highest increase in CDD (70 percent) was ob-

served at Midway in comparison to Waukegan. 
O’Hare, DuPage, and Aurora also showed an in-
crease in CDD by 24 percent, 29 percent, and 9 per-
cent, respectively. 

•		 The highest reduction in HDD (22 percent) was ob-
served at Midway. O’Hare, DuPage, and Aurora also 
reported decreased HDD by 11 percent, 14 percent, 
and 15 percent, respectively. 

The changes in CDD and HDD modified building energy 
use:
•		 Annual cooling-energy needs increased by 27 per-

cent, 19 percent, 24 percent, and 28 percent at Mid-
way, O’Hare, DuPage, and Aurora, respectively. 

•		 Cooling-related peak energy demand increased by 
20.62 percent, 1.69 percent, 5.12 percent, and 
14.24 percent at Midway, O’Hare, DuPage, and Au-
rora, respectively. 

•		 In contrast, heating-energy needs decreased by 16 
percent, 1 percent, 13 percent, and 8 percent at 
Midway, O’Hare, DuPage, and Aurora, respectively. 

•		 Cooling energy is significantly affected by microcli-
matic variation during summer and it can reach up 
to 52 to 56 percent of total building energy. 

The most significant finding of this investigations is the 
introduction of less widely known key climatic factors: 
wind speed, cloud cover, and solar radiation and the 
lake effect as a powerful influence on energy demand 
and energy efficiency.   

Failing to account for urban-microclimatic tempera-
ture differences may lead to errors that are too large 
to overlook. Further, certification of the performance of 
the buildings within the framework of a building energy-
rating scheme like LEED certification be affected if local 
climate modifications are not accounted.

By providing evidence on existing intra-urban climatic 
change and its influence on changing energy needs, 
this study is useful for making informed design deci-
sions while selecting energy-efficient passive and ac-
tive design strategies for new and existing construction 
projects. This study provides insights for other lakeside 
cities and is useful for deciding on climate-responsive 
strategies that will safeguard the energy efficiency of fu-
ture buildings.  

This study can be advanced by testing passive and ac-
tive design strategies suggested for the urban area’s 
climatic zone. Its impact on various building types and 
scales will help evaluate energy efficiency in urban mi-
croclimatic conditions. 
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05.
APPLES TO ORANGES: 
Comparing Building Materials Data
Liane Hancock, Louisiana Tech University, lianeh@latech.edu 

ABSTRACT
Why does no digital platform attempt to present all performance and sustainability characteristics for building 
materials in a way that side by side comparison is possible? Is the breadth of data too difficult to model? If the 
data could be visualized, what would it reveal? This article describes a digital platform with criteria that repre-
sents: look and feel; performance criteria; sustainability metrics; ecolabels and LEED points; access to materials 
safety data sheets, health product declarations, and environmental product declarations. With more than two 
hundred criteria, this populated model produces information at the scale of big data. Visual analysis of an initial 
input of data is most surprising in the area of sustainability, revealing significant voids in data and emerging 
patterns of disclosure.

KEYWORDS: materials, big data, sustainability, performance 

1.0 INTRODUCTION 
The building industry relies on the materials sector, 
which consists of a highly distributed network of com-
panies that are loosely affiliated. Unlike the airline in-
dustry, the building materials sector cannot depend 
upon big manufacturers for standardization in publica-
tion of data. Ranging in size from boutique companies 
to architectural divisions within large multi-national 
conglomerates, each manufacturer approaches their 
communications differently and comparison between 
products is nearly impossible. 

This article begins by investigating the specific issues 
that make the comparisons of sustainability and perfor-
mance metrics problematic. It discusses the isolation of 
industries with regards to report of data and the range 
of terminology that results. This article then asks two 
questions. Could a single model map all the sustainabil-
ity criteria being used within the building materials sec-
tor? What would visualization of the data reveal about 
the sector? To assemble the model, we analyzed a range 
of materials sustainability standards, isolating and list-
ing their criteria. Analysis of individual materials allowed 
for the real time input of additional criteria, producing a 

model that dynamically adjusts to changes in the sector. 
We populated the database with an initial set of sev-
enty building materials to show the quantities of data 
published publicly by manufacturers. Selected across 
industries, this data represents both interior and exte-
rior materials in an effort to mirror the sector. Visualizing 
this data reveals a landscape of big data fraught with 
substantial voids in information, interlaced with portions 
of the sector embracing publication of data and harmo-
nization.

2.0 DATA DIALECTS
The data that manufacturers present on their materials 
is tailored specifically to their individual industry, such 
as the carpet or glass industry. The terminology and 
distribution of information isolates these industries from 
users and from each other. Each industry speaks its 
own dialect, and there is no infrastructure that gathers 
and presents these varying terms in a single platform. 
While this article emphasizes sustainability criteria, the 
database also includes performance attributes. A dis-
cussion of these attributes provides a good illustration of 
this variation in terminology. The terms used to describe 
performance attributes are highly specific, but the 
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words themselves are barely distinguishable. Color fast, 
fade resistant, lightfastness, and UV resistance relate to 
degradation of materials by the sun. The carpet industry 
and the upholstery industry differentiate the terms be-
cause of the specific effects upon their products, but, 
this vocabulary is nearly homogenous to anyone else. 
The healthcare industry distinguishes between antibac-
terial, bacteria resistant, and bacteriostatic; necessary 

differentiation, but confusing to the uninitiated. For fire 
resistance, materials bear the label Class 1, 2 or Class 
A, B, C depending on level of flame spread. The nu-
meric system applies to materials like gypsum board, 
plywood, and carpet while the alphabetical system ap-
plies to roofs, ceiling tiles, some countertops, and wall-
covering. Figure 1 provides a list of all performance at-
tributes cataloged during this study.

Figure 1: Performance criteria cataloged during this study.

PERFORMANCE ATTRIBUTES
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2.1 Categorizing Sustainability Attributes 
Sustainability attributes describe a wide, yet precise 
range of criteria. Because the language that describes 
these attributes is similar, it is difficult to distinguish each 
attribute from the others. To organize the attributes, we 
categorized and differentiated them based upon: envi-
ronmental impacts adopted by existing standards and 
databases; attributes across life cycle phases; and a 
method for representing different levels of implementa-
tion, from qualitative statements to quantitative metrics.

Across existing materials sustainability standards and 
materials databases, environmental impacts typically 
divide into six categories: resource use, energy use, hu-
man health and toxicity, emissions, water use, and so-
cial accountability. We adopted this logic of categoriza-
tion for the model. Each environmental impact divides 
into subcategories. The terminology within these sub-
categories is particular; but it is also similar enough that 
it becomes difficult for the layman to distinguish unless 
seen side by side. For example, materials may present 
data on resource impacts such as recycled content and 
reclaimed content, or, in another example, biologically 
based content and rapidly renewable content. The dif-
ferences between these attributes are significant, but 
the language is similar enough to cause confusion. The 
model also considers environmental impacts across 
stages of lifecycle: acquisition, manufacturing and con-
struction, use and maintenance, and end of life. All 
stages pertain to some categories, while other catego-
ries limit their application to only certain stages. For in-
stance, energy use generates criteria across all stages, 
whereas resource use primarily produces criteria across 
acquisition and disposal.

Different industries and their products use widely dif-
ferent resources, and at different stages. Some require 

large amounts of raw materials, others are energy inten-
sive, and still others significantly impact water resourc-
es. Criteria that do not impact an industry are retained 
in this model, not deleted. Recording the lack of impact 
is significant in creating a complete picture for each 
industry, and providing the opportunity for comparison 
across industries. 

The model also characterizes criteria based upon mea-
surability: disclosure such as published audits and ma-
terials formulation; qualitative attributes such as policy 
or goal based criteria; relative metrics such as reduction 
in terms of numeric percentage, for instance reduction 
in energy use over a stated period of time; and quanti-
tative metrics such as specific numeric limits or bans. 

With regard to toxicity and human health, and emis-
sions impacts, this method translates industry recog-
nized benchmarks into the following levels1: disclosure, 
reduction, and ban across red lists, chemical fami-
lies, and specific chemicals. Existing lists include Liv-
ing Building Challenge, EPA, LEED, and Perkins+Will 
Precautionary List. Individual chemicals and chemical 
families are currently listed in the model as building 
materials are input. At a later date, the expectation is 
that a list of chemicals will be input into the database. 
Crowd sourced research projects, such as Tox21 by the 
National Institutes of Health and Environmental Protec-
tion Agency, seek to test the toxicology of chemicals 
used in manufacturing processes. Eighteen hundred 
reports were released in 20142. The goal is to release 
data on ten thousand chemicals, a number easily ac-
commodated by the database discussed in this article.

Figure 2 provides a list of all sustainability attributes in-
cluded in the model.
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Figure 2: Sustainability criteria included in the model.

SUSTAINABILITY ATTRIBUTES
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2.2 Standards and Certifications
To create value for a manufacturer’s environmentally 
sustainable efforts, many companies seek certifica-
tion for their products. There are dozens of standards 
organizations that issue certifications: Cradle2Cradle, 
GreenGuard, Nordic Swan, EU Ecolabel, and FSC are 
just a few. The number and variety of certifications cre-
ates confusion. In addition, the standards organizations 
and their certifications have non-descriptive and indis-
tinguishable names, insignia, and seals, and often these 
names and graphics are tangentially related to what is 
being evaluated. With the exception of Energy Star and 
FSC, standards organizations and their certifications 
bear little name recognition, except within their specific 
sector. In 2014, UL Environment published the white 
article “Claiming Green”, which asserts “Not all certi-
fications marks are created equal. Some are actually 
difficult to decipher, either because the name doesn’t 
explicitly convey the meaning or because they don’t in-
clude qualifying language that specifies the exact envi-
ronmental benefit they measure”3.

Standards organizations certify only a small percentage 
of market-share across products. Evaluating SMaRT, 
and Cradle2Cradle, both multi-attribute standards that 
certify a wide variety of materials, and NSF 140, a multi-
attribute standard pertaining to the carpet industry, as 
of 2015: SMaRT had 65 certified products (29 pertain-
ing to furniture, 31 manufacturers, and last updated 
November, 2012)4; Cradle2Cradle had more than 2000 
certified products, of which 130 were building materials 
and supplies, and 120 were interior design materials 
and furniture, making a total of 250 materials related 
to the building industry5; and NSF140 had 28 carpet 
product platforms6. 

Manufacturers choose which criteria they fulfill to 
achieve the threshold of certification, and then both cer-
tifiers and manufacturers do not reveal this information 
publicly. Many standards award certification at levels, 
silver, gold, platinum, but these levels of evaluation do 
not transfer across certifications, adding to opaqueness. 
Unlike certifications that focus only on a building prod-
uct, BREEAM and USGBC LEED are different: they 
certify an entire building. For example, LEED criteria 
emphasize how materials, products, and systems be-
have in a building once they are installed, with a small 
number of criteria focusing upon the sourcing of build-
ing materials. Across the 110 criteria Material & Re-
sources environmental product declaration, sourcing 
of raw materials, and material ingredients, and Indoor 
Environmental Quality Credit low emitting materials are 

the main credits that pertain to materials7. This is like 
trying to define manufacturers’ efforts on sustainability 
through a language of nine words. 

2.3 Differentiating this Platform from Other 	
      Building Material Databases
Materials databases such as MaterialConnexxion, ma-
teria.nl, and the UT Austin materials lab provide data 
on material look, feel, and performance, but are largely 
silent on sustainability. EcoScorecard offers a database 
of more than 30,000 materials, but limits sustainability 
information to LEED points. BEES and Pharos go into 
great detail evaluating the toxicity of materials, but are 
silent on other environmental impact categories. Data-
bases that link to building information modeling provide 
life cycle assessment data that is numeric, calculable, 
and intended for comparison. However, such tools do 
not represent qualitative attributes including manufac-
turer led goal-based initiatives or percentage reductions 
in environmental impacts over time; nor do they provide 
data across all environmental impacts. Paula Melton 
states, “What’s typically referred to as a ‘whole-build-
ing LCA’ is in fact nothing of the kind; the term is used 
loosely to describe a variety of assembly- and building-
level analyses that may or may not include typical LCA 
impact categories… and may in fact only look at the 
construction phase of the building”8.

Our model is not a standard; it is a database. Each en-
try presents information published by manufacturers on 
sustainability attributes for a building material. The for-
mat organizes the data for a material on a single page; 
it also allows for comparison between materials. Users 
can evaluate the sustainability of different materials for 
the same product application. For instance, it can si-
multaneously provide data for a perforated metal panel 
system, a wood louver system, and a terracotta rain 
screen. The platform can also be used to investigate the 
sustainable attributes of different industries that have 
similar processes. For example, a user can compare re-
ported data on energy usage during the manufacturing 
process for ceramic and glass products.

3.0 RESEARCH METHODS
In order to fully describe the range of building materi-
als attributes, it was necessary to design a model for 
the data that presented: look and feel; performance 
attributes; sustainability metrics; ecolabels and LEED 
points; and access to material safety data sheets, health 
product declarations, and environmental product dec-
larations.  
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3.1 Creating a Dynamic Environment and Listing 	
      Criteria
To design the database, the team at Louisiana Tech 
University developed a traditional, static, hierarchi-
cal taxonomy for attributes such as material makeup, 
translucency, texture, and finish. When describing per-
formance and sustainability criteria, however, a heu-
ristic method became necessary. While a selection of 
specifications and standards provided the bulk of the 
criteria, no one source of information provided all the 
possible terms. Plus, additional terms became apparent 
with the individual entry of materials. If the database 
was implemented as a static tool, the attributes would 
be limited to what existed at the time that the database 
was initially modeled. Instead, the model is a dynamic 
environment. Attributes can be added in real time, and 
made available to all materials already existing in the 
database.

To build the sustainability portion of the database, we 
aggregated sustainability criteria from eight materials 
sustainability standards: Cradle2Cradle, SMaRT, EU 
Flower, Good Environmental Choice Australia, Nordic 
Swan, NSF/ANSI 140, BIFMA, and NSF/ANSI 336. 
This selection of standards was based on a study com-
pleted at Washington University in St. Louis, in 2011, in 
which the author was a participant. These certifications 
broadly represented the material sustainability certifica-
tion landscape, and criteria focused upon the stages 
of resource extraction, manufacturing, and end of life 
phases. These standards were analyzed, isolating the 
criteria required to achieve certification. Each criterion 
for the standard was listed, establishing sub-categories 
within the six environmental impacts categories. The 
model also included: ecolabel and certification; LEED 
criteria; and criteria emphasizing sustainability during 
the use and maintenance stage of lifecycle assessment.
   

3.2 Design of Data Management
The innovation in the design of the database is that the 
platform accommodates so many types of information. 
The team recognized that each sustainable attribute 
can be described with the same four characteristics: 
a unique name for each attribute, which is common 
across all building material entries; whether the attri-
bute is measureable; if it is measureable, one or more 
data entries; and a list of unit(s) associated with the at-
tribute, so that the user can select the appropriate unit 
of measure for the specific data entry. In addition, each 
attribute is categorized as an ecolabel/certification, en-
vironmental impact based on life cycle stage, or LEED 
criterion.

Depending upon the type of attribute, the database 
provides different subsets from the master unit list. For 
Post-Consumer Recycled Content, a percentage as unit 
is appropriate. For Dematerialization, a percentage (of 
decrease in material) and numeric entry of start date 
to end date, in years, is appropriate. For Embodied 
Energy, the unit is energy unit/product unit, so for ex-
ample btu/ft². In the case of this example units include: 
energy unit/linear dimension, energy unit/area, and 
energy unit/volume such as btu/linear foot, btu/ft², btu/
ga; including both Imperial and Metric units. By provid-
ing an array of units tailored to the specific attribute, 
data entry is greatly simplified. In addition, a user may 
select a specific unit type and the database can au-
tomatically recalculate and display within that system 
(Imperial to Metric and Metric to Imperial), facilitating 
comparison between materials (Figure 3). Exceptions 
from this structure are toxicity and emissions. In such 
cases each named attribute requires selection from a 
drop down menu of emissions terms, redlist(s), chemi-
cal family (or families), or individual chemical(s), with 
each subsequent selection allowing further numeric en-
try and choice of corresponding unit (Figure 4). 

3.3 Design Selection and Populating the Database
The initial dataset of 70 building materials represents 
both interior and exterior applications. Application, 
such as exterior cladding or glazing serves as a way to 
group materials with a range of manufacturers repre-
senting each application. The initial dataset included 
at most one material per manufacturer. Only the data 
represented on the manufacturer’s website in conjunc-
tion with environmental product declaration, life cycle 
analysis, health product declaration, and material safety 
data sheet furnished information for the model. No as-
sumptions about data were made. For instance, even 
though silica is locally sourced by the glass industry, 
glass manufacturers’ websites do not mention regional 
priority; therefore that data was not included. In an ef-
fort to represent the range of data that manufacturers 
publish on sustainability, our selection incorporated a 
preponderance of manufacturers considered leaders 
in sustainability. Approximately 17 percent of the 70 
materials entered carry a health product declaration, 
environmental product declaration, and/or life cycle as-
sessment.
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Figure 3: Data entry screen for Resource Use Impact Category. Data is for specific insulated metal panels.
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Figure 4: Data entry screen for Toxicity Media Pollutants. Data is for specific insulated metal panels.
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4.0 BIG DATA AND THE GREAT VOID
With more than 150 criteria focusing upon sustainabil-
ity, the database represents the breadth of sustainability 
criteria that exist in the sector today (Figure 2). With so 
many possibilities, the model produces information at 
the scale of big data. Visualization of the initial dataset 
of 70 materials in tables demonstrates where manu-
facturers are reporting data across the sector, allowing 
comparison. This visualization reveals significant voids 
in information and emerging patterns of disclosure. 
For example, even though the initial dataset includes 
a range of manufacturers who are considered leaders 
in sustainability, no individual material presents data 
on more than 22 sustainability criteria, equivalent to 14 
percent of possible criteria. That material is a specific 
type of insulating metal panels. 

While manufacturers release data in efforts to increase 
transparency, there is still great hesitancy to reveal in-
formation on material makeup and processing. Under 
the shield of trade secrets, companies shroud toxic 
materials and processes that they are uninterested in 
revealing, leaving a void within the human health and 
toxicity impact category. Additional concerns now re-
volve around where liability resides with manufacturers’ 
choices to disclose chemical makeup.

Looking across the data, it also seems that manufac-
turers predominantly focus upon what data their direct 
competitors reveal, and lack a broader understanding 
of the range of metrics that might be studied. For ex-
ample, the production of glass is an energy intensive 
process, and so it is understandable that companies 
do not publish information on their energy usage. How-
ever, they are also silent on water use, social account-
ability, energy recovery, and regional priority for their 
resources. 

Table 1: Distribution of both criteria and initial input data in percentages.
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4.1 Environmental Impact Categories
The largest disclosure of data is in the resource use 
impact category for interior finishes. This is consistent 
with the fact that the public is most likely to be involved 
in material selection. They have the greatest awareness 
of this impact category; and are therefore most likely 
to ask for a manufacturer’s metrics in this area and to 
respond to marketing on the subject. This impact cat-
egory is also one of two places that LEED awards points 
for the selection of building materials (Table 1). 

Most companies whose products have a biologically-
based makeup focus their sustainability efforts in the 
resource use impact category; conversely, materials 
with significant petroleum-based content downplay that 
content by presenting a broader range of data across 
impact categories. This seems true of the plastics in-
dustry and may partially explain the breadth of data that 
the carpet industry publishes. 

With regard to exterior materials, the greatest focus is 
upon sustainability through energy performance. 

Human Health and Toxicity presents some of the oldest 
metrics, many of which are established through legisla-
tion. Taking Human Health and Toxicity together with 
LEED Environmental Quality, 22 percent of the criteria 
are dedicated to this environmental impact category – 
the greatest percentage among environmental impact 
categories. It is interesting to note Certifications, and 
Resource Use each hold a smaller percentage of crite-
ria, but our analysis shows a larger percent of data fall-
ing within those criteria in comparison to Human Health 
and Toxicity. This is testament to their popularity. 

Water is one of the most recently implemented impact 
categories, and has relatively few criteria. Across the 
initial dataset, the ceramic tile industry and the carpet 
industry provide the most data reporting on water. So-
cial Accountability holds a relatively small percentage of 
criteria and data with most of the criteria being rooted in 
application of US legislation abroad (Table 1). 

4.2 Visualization of the Initial Dataset and  
      Disclosure
In Tables 2 and 3, visualization of the data for the seven-
ty materials shows every sustainability attribute for each 
material and whether the criterion’s value is null (blank) 
or whether data has been entered (colored block). Col-
ored blocks organize according to: certification/ecola-
bel/declaration; environmental impact category across 
Life Cycle stages; and LEED categories.

Analysis of the initial dataset indicates significant dif-
ferences in disclosure across individual industries. For 
example, the carpet industry shows consistency, report-
ing data across nearly all impact categories. In contrast, 
wallcovering and upholstery companies deliver almost 
no information on sustainability initiatives. One would 
expect that since both industries employ woven goods, 
they should publish similar data. This difference may be 
based on widely different supply chain management. 

With regard to size, it seems that large manufacturers 
have the financial resources to test for a broad range of 
criteria, producing data across all sustainable impact 
categories. On the opposite end of the scale, a number 
of small companies embrace collecting data on sustain-
ability as a way to differentiate themselves from larger 
firms. In a few cases the data reveals direct competition 
between firms that have nearly indistinguishable prod-
ucts. 
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Table 2: Visualization of input data for 26 exterior materials.
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Table 3: Visualization of input data for 44 exterior materials.
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5.0 CONCLUSION
This study establishes a database that includes the 
breadth of sustainability criteria across the building 
materials sector. Instead of simplifying information, we 
have created a dynamic network of data that provides 
a snapshot of the current landscape of sustainability 
criteria for building materials. To accomplish this, the 
team designed a simple data structure that accom-
modates the range of criteria used by manufacturers 
and material sustainability standards, from qualitative 
attributes to numerical metrics. Additionally, the design 
of the data structure enables categorization of these 
attributes across environmental impacts and lifecycle 
stages. 

An initial attempt to compare materials across indus-
tries appears to reveal industries that are too specific; 
where variation in data reporting is too large; and that 
attempts to compare products across industries will be 
apples to oranges. Additionally, with so many sustain-
ability attributes to evaluate, simultaneous consider-
ation seems certain to result in confusion. 

However, when we widen the frame and visualize the 
data across all the attributes, the voids become as 
important as the data itself. Industries are not disclos-
ing different data, instead the data is episodic across 
the range of possible attributes, and the individual 
disclosures do not align. Once the voids become part 
of the data, then it is possible to compare products 
across industries. The simultaneous consideration of 
all the sustainability attributes does not cause confu-
sion because the populated database results in hardly 
any information. Analysis reveals disclosure of data at 
several scales, and through discrete strategies: across 
individual environmental impacts; within specific in-
dustries; and at the scale of direct competition between 
corporations. As a result, visualization of the populated 
database accurately exhibits the atomized approach by 
which the sector discloses data across sustainability at-
tributes today.
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